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Abstract 

Investigations of the Sources, Sinks, 
and Transport of Atmospheric CO2 in a 

General Circulation Model

The mixing ratio of carbon dioxide (CO2) in the atmosphere is increasing exponential-
ly due to emissions from the combustion of fossil fuels. Only about half of the anthropo-
genic CO2 emissions (about 6 × 1012 kg of carbon per year, Gt C yr-1) remains in the 
atmosphere, and the fate of the other half is not completely understood. The availability 
of high frequency observations of atmospheric CO2 at a large number of widely distribut-
ed remote locations has made it possible to infer surface sources and sinks through the 
use of simulation models of atmospheric transport. Based on the observed difference of 
about 3 parts per million (ppm) between the mixing ratio of CO2 in the high northern and 
high southern latitudes and relatively slow interhemispheric mixing, several studies us-
ing tracer transport models showed that a large sink must be present in the middle to high 
latitudes of the northern hemisphere. The sink was generally assumed to be in the ocean 
until 1990, when Tans, Fung, and Takahashi showed that the available oceanographic 
data were incompatible with such a large northern ocean sink. Their results suggested 
that terrestrial ecosystems in the northern temperate zone must be accumulating between 
2.0 and 3.4 Gt C yr-1, based on atmospheric observations of CO2 and simulated transport 
using a tracer transport model driven by winds on a four hour time step and convective 
frequency saved as monthly means from a general circulation model (GCM). 

This study repeats the calculations of Tans, Fung, and Takahashi (1990) to a large ex-
tent, but does so on-line in the Colorado State University (CSU) GCM with a six minute 
time step that (unlike previous studies) fully resolves the diurnal cycle of atmospheric cir-
culation. Carbon dioxide is represented as a set of 16 passive atmospheric tracers that 
have been added as prognostic variables to the model. Each tracer represents the effect of 
a single source or sink of atmospheric CO2 and all but one have unique maps of seasonal-
ly varying fluxes at the Earth's surface which are prescribed as boundary conditions in 
the simulation. One of the tracers, representing the effects of biologically driven CO2 ex-
change at the land surface has boundary fluxes calculated on-line using the Simple Bio-
sphere (SiB2) model. Two additional tracers representing radioactive trace gases are 
simulated to evaluate aspects of the simulated large-scale transport in the GCM. The con-



iv 

centration of each tracer was initialized to be globally uniform, and the tracer calculation 
was integrated for 14 simulated years. 

Simulated annual mean meridional gradients of the mixing ratios of most of the trac-
ers were somewhat weaker than as simulated in previous studies using off-line tracer 
transport models. This was due to slightly more vigorous interhemispheric exchange of 
tracers in the GCM relative to the off-line models. Tracers with purely seasonal sources 
and sinks (representing seasonal photosynthesis and respiration) exhibited much stronger 
meridional gradients than previously simulated, however, because of enhanced correla-
tions between boundary fluxes and simulated vertical mixing due to the inclusion of a 
variable-depth, well mixed, planetary boundary layer in the CSU GCM.

The carbon budget of the atmosphere is expressed as a linear combination of the pre-
scribed surface flux maps, with coefficients calculated by fitting the simulated tracer con-
centrations to observations. The best fit to observations was obtained for scenarios with a 
global ocean sink of about 0.9 Gt C yr-1 and a sink of between 2 and 3 Gt C yr-1 in the 
boreal forest. Tropical deforestation was calculated as a residual in this study because it 
has very little influence on the meridional concentration gradient, and was smaller than 
simulated in most previous studies (0 to 0.6 Gt C yr-1). 

 The seasonal oscillation of atmospheric CO2 was fairly well represented at locations 
for which observational data are available, although its amplitude was a bit stronger than 
previously simulated. The stronger seasonal amplitude was especially evident over the 
northern continents (where very few data have been gathered), and reflect the seasonality 
of turbulent mixing in the planetary boundary layer, which has not been previously simu-
lated in global models of atmospheric CO2. 

The diurnal variability of CO2 in the lower troposphere was much more realistic as 
simulated in the CSU GCM than in off-line tracer models because of the inclusion of the 
on-line calculation of photosynthesis and respiration at the model time step using SiB2. 
Simulated diurnal variations of tens of ppm in the boundary layer were strongly correlat-
ed to the diurnal growth and decay of boundary layer turbulence and cumulus convec-
tion, and resulted in different spatial distributions from the other tracers, even in the 
annual mean.

A. Scott Denning
Department of Atmospheric Science
Colorado State University
Fort Collins, CO 80523
Fall, 1994
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CHAPTER 1

Introduction

1.1 Motivation: Why Should We Care?

Carbon (C) is an element whose atoms contain six protons. Like all other elements 
heavier than helium, carbon is originally formed from lighter components by thermonu-
clear fusion in stars. It is the seventeenth most abundant element in the Earth’s crust, 
comprising less than one tenth of one percent of the mass (Krauskopf, 1979). Forming 
somewhat more volatile compounds than other elements, carbon is better represented in 
the atmosphere than it is in the crust. Carbon dioxide (CO2) is the fifth most abundant 
gas in the Earth’s atmosphere, currently comprising about 355 parts per million (ppm) by 
volume (Wallace and Hobbs, 1977; Conway et al., 1994). Carbon dioxide gas plays an 
important role chemically, in the oxidation state of the atmosphere (Holland, 1984) and 
in the acid-base status of waters (Drever, 1988), and physically in the atmosphere’s radi-
ant energy balance (Liou, 1980). Chemical properties associated with carbon’s four va-
lence electrons give its atoms the nearly unique ability to form an almost infinite variety 
of straight and branched chains (Chang, 1981), incorporating atoms of other elements 
into the framework as well and leading to the rich and complex organic chemistry which 
makes life possible (Stryer, 1981). 

Chemical oxidation and reduction of carbon provides the means of exchange – the 
currency – of energy in the biosphere. Solar energy captured by plants is used to produce 
reduced organic compounds from atmospheric CO2. This energy is then carried in the or-
ganic material from organism to organism, until it is eventually released when the com-
pounds are oxidized back to CO2. This biological economy is also a fundamental driver 
of human economics, in which organic materials and organically-derived energy are con-
sumed to provide for human needs and comfort. As human economic activity has expand-
ed, organic compounds have been oxidized – burned – more and more rapidly to release 
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their stored energy, which has led in the past two centuries to rising concentrations of 
CO2 in the atmosphere. The current concentration of about 355 ppm represents an in-
crease of about 27 percent since preindustrial times (Houghton et al., 1990; see Fig. 1.1).

The current increase in atmospheric CO2 concentrations not the first such change that 
has occurred. Geological evidence suggests that during the early history of the Earth, 
CO2 was very abundant, as it is today in gases emitted by volcanos (Worsley and Nance, 
1989; Schlesinger, 1991). Analysis of air trapped in ice cores reveals that the concentra-
tion of CO2 has undergone large shifts which have accompanied the growth and collapse 
of the great ice sheets over the past couple of hundred thousand years (Barnola et al., 
1987, see Fig. 1.2). These shifts in CO2 and global climate inferred from paleontological 
evidence are closely correlated in time, although the mechanisms by which they are cou-
pled is not well understood.

In the past century or so, it has become clear that CO2 in the atmosphere plays an im-
portant role in the radiative balance of the Earth. Fourier (1827) first compared the atmo-
sphere to a plate of glass, which transmits visible light from above but absorbs infrared 

 

FIGURE  1.1: Time series of atmospheric CO2 concentration over the past three 
centuries. Squares represent measurements of air trapped in ice 
cores, and triangles represent measurements at Mauna Loa, Hawaii 
(Houghton et al., 1990).
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energy emitted from below. When it was discovered in the nineteenth century that CO2 
absorbs most incident infrared radiation in the wavelengths of thermal radiation emitted 
at the Earth’s surface, physicists speculated (Arrhenius, 1896; Chamberlain, 1897) that 
industrial combustion would lead to global warming. This concern was revived in the 
1950’s when it became clear that the rise in atmospheric abundance of CO2 was real and 
global in extent. The advent of numerical simulation models of the Earth’s climate in the 
1960’s and 1970’s brought the concern into sharper focus and led to a rich literature in 
the atmospheric sciences regarding the prospect of CO2-induced climate change. In re-
cent years, this issue has exploded into the public eye and the popular press. Few people 
in the industrialized world have not now heard of the potential menace of the “green-
house effect” due to atmospheric CO2, and the possible prospect of dire consequences for 
the climate, their way of life, even “the survival of the planet.” Others may doubt the 
“doomsday” scenarios, but feel it is prudent to consider major changes in the global in-

FIGURE  1.2: Variations of atmospheric CO2 concentration and temperature inferred from 
analysis of air bubbles trapped in an Antarctic ice core (Houghton et al., 
1990).
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dustrial economy to forestall negative effects. Unprecedented gatherings of the world’s 
political leaders have produced mountains of documents regarding strategies for prevent-
ing or dealing with global changes which many suspect are just around the corner. 

This flurry of political activity, however, masks a profound lack of certainty in the 
scientific community regarding just what controls the abundance of atmospheric CO2 in 
the first place. Scientists have generally regarded CO2 as “well-mixed” in the atmo-
sphere, but systematic variations on the order of 10 percent are now known to occur both 

regionally and seasonally (Conway et al., 1988; see Fig. 1.3). The pronounced seasonal 
cycle in the northern hemisphere is believed to be produced by seasonal growth and de-
cay of terrestrial vegetation. Tropical ecosystems undergo much weaker seasonal varia-
tions, so the amplitude of the signal is much lower there. The southern hemisphere cycle 
is out of phase with that in the north, and much weaker because of the much larger areal 
fraction of ocean. These biological influences have long been suspected, but only recent-

FIGURE  1.3: Variations of atmospheric CO2 concentration by time and latitude for the period 
1981 through 1992, based on samples collected by the NOAA flask network. From 
Conway et al. (1994).
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ly have there been observational data of sufficient quality and abundance to permit such 
a detailed examination. 

While there is no question that human activity has caused concentrations to rise over 
the past century or so, the causes of the huge shifts of the geologic past are still mysteri-
ous. Only about half of the CO2 released by industrial activities remains in the atmo-
sphere, and the whereabouts of the other half are a matter of considerable debate. The so-
called “missing carbon” is almost certainly stored in either the biosphere, the deep ocean, 
or some combination of the two, but ecologists and oceanographers cannot yet fully ac-
count for it (e.g., Houghton et al., 1990).

In the past two decades, scientific understanding of the changing global carbon cycle 
has been advanced by researchers willing to cross traditional boundaries of their disci-
plines. Any description of the carbon cycle must involve meteorologists, ecologists, 
chemists, oceanographers, and physicists. Through such interdisciplinary efforts, we 
have recently learned, for example, that large fluctuations in the carbon budget of the bio-
sphere are produced during the large-scale fluctuations of the ocean-atmosphere system 
called El Niño (Keeling et al., 1989a). Since much of the exchange between the Earth’s 
large reservoirs of carbon is mediated by atmospheric transport, simulation models of the 
large-scale circulation of the atmosphere have been used to investigate these links in the 
global carbon cycle. This research has been very fruitful in the last ten years in elucidat-
ing processes which are difficult or impossible to observe, but has continued to pose as 
many questions as it has answered. Some of the apparent contradictions between observa-
tions of CO2 concentration and theoretical aspects of the surface fluxes and atmospheric 
transport were highlighted in a study by Pieter Tans, Inez Fung, and Taro Takahashi pub-
lished in the journal Science in 1990, (hereinafter referred to as TFT90), and in many 
subsequent papers in the literature. 

The remainder of this chapter introduces the current understanding of the global car-
bon cycle. First, section 1.2 presents the major pools of carbon in the Earth system. To 
see how carbon is transferred between these major reservoirs, one must first understand 
some basic concepts of the chemistry and biochemistry of carbon in nature. These are 
discussed in 1.3. Next, section 1.4 discusses exchanges and storage of carbon in the 
world’s oceans. With this background, section 1.5 presents current views of the inter-res-
ervoir exchange of carbon on both geologic and interannual time scales. Section 1.6 pre-
sents key concepts and terminology involving the information available from study of 
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the various isotopes of carbon. Finally, in section 1.7 the objectives of the current study 
are presented.

1.2 Reservoirs of Carbon in the Earth System

As mentioned in section 1.1, carbon is a very active element in the Earth system, un-
dergoing transformations from one form to another as living organisms fix it from nonliv-
ing CO2 and then release it again. It is customary to treat global chemical cycles in terms 
of “reservoirs” or “pools,” and the fluxes between these reservoirs. Because carbon is in-
volved in biological and geological processes as well as simple chemical reactions, inter-
reservoir exchanges of carbon are often referred to as “biogeochemical cycling.” This 
section discusses the major reservoirs of carbon in the Earth system, but consideration of 
the fluxes between the various pools is postponed until section 1.5, following discussion 
of some of the exchange processes which control them.

Nearly all the carbon in the Earth system is contained in sedimentary rocks called car-
bonates (Press and Siever, 1978; see Fig. 1.4). This reservoir contains about 19 million 
gigatons (Gt, 1 Gt = 1012 kg) of carbon, or about 99.8 percent of the world’s carbon (Wal-
lace and Hobbs, 1977). These sediments are composed of calcium and magnesium car-
bonates (CaCO3 and MgCO3), and are mostly derived from the inorganic remains (e.g., 
shells) of marine organisms. The shell materials accumulate on the ocean floor when the 
organisms die, and the resulting calcareous mud hardens to rock over geologic time. A 
smaller amount of carbon is also contained other sedimentary rocks such as shales, and 
in the deeper crystalline rocks of the solid Earth (Olson et al., 1985; Schlesinger, 1991).

The remaining carbon in the Earth system is much more active than that contained in 
the rock reservoir, and can be called labile, meaning “changeable.” The labile carbon 
pool is dominated by the dissolved carbon of the deep oceans, which accounts for about 
38,000 Gt (Schlesinger, 1991). Most of this is dissolved inorganic carbon (CO2), but per-
haps as much as 2000 Gt of the ocean carbon reservoir is composed of dissolved organic 
carbon compounds. Fossilized organic material comprises about 2000 Gt of carbon (Post 
et al., 1990), much of it having been transformed into coal, oil, and natural gas which are 
currently being extracted rapidly and released into the atmosphere (see section 1.5.2). 
About 2000 Gt of organic carbon is stored on the land surface (Schlesinger, 1991) in the 
form of living biomass (about 500 Gt) and organic decay products in the soil (about 1500 
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Gt). The atmosphere currently contains about 750 Gt of carbon, mostly in the form of 
CO2, but also as methane (CH4), carbon monoxide (CO), and various organic compounds. 

Because the CO2 in the atmosphere comprises such a small fraction of the total labile 
carbon, even relatively small fractional changes in the sizes of the other pools could be 
expected to have very significant effects on the atmospheric reservoir. An understanding 
of the mechanisms by which carbon is transferred between the major reservoirs is essen-
tial to our ability to assess the likely growth rate of atmospheric CO2 in the future. Before 
discussing these exchanges in section 1.5, the next two sections review some important 
chemical, biological and physical processes by which these transfers are accomplished.

1234567890123456789012345678901212345678
1234567890123456789012345678901212345678
1234567890123456789012345678901212345678

1

Atmosphere 750 
Land Surface ~2000 

 Fossil Organics ~4000 

Oceans 

38,000 

Carbonate 
Rocks 

(Limestone) 

19 Million 

FIGURE  1.4: The major reservoirs of carbon in gigatons (Gt). One Gt = 1012 kg. Nearly all the 
carbon in the world is contained in the solid Earth. The entire column on the right 
would be thinner than the line at the top of the left-hand column if they were plotted 
at the same scale. 

Inactive Carbon Labile Carbon
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1.3  Background Chemistry of Carbon

Carbon dioxide is soluble in water. Virtually all water in contact with the atmosphere 
has some dissolved CO2 present, and many important geochemical and biological pro-
cesses are affected by CO2 and related solutes. The organic chemistry of carbon is ex-
tremely complex, and is beyond the scope of this report. (The interested reader may wish 
to consult a textbook such as Solomons, 1980.) I present here the relevant inorganic 
chemistry and sketch the qualitative aspects of organic reactions which affect the global 
carbon budget.

1.3.1 Aqueous Carbonate Equilibria

The discussion of carbonate equilibrium chemistry in this section is primarily derived 
from Drever (1988). When CO2 gas is dissolved into water, it hydrates to form carbonic 
acid

. (1.1)

The solubility of CO2 in water is defined by the Henry’s law coefficient 

, (1.2)

where the square brackets refer to the concentration1 in the solution, and pCO2 indicates 
the partial pressure of CO2 in the overlying air. This notation is standard, and will be 
used throughout this report. Equation (1.2) states a one-to-one relationship between 
dissolved CO2 and the partial pressure pCO2 in the overlying air (under conditions of 
chemical equilibrium at standard temperature, pressure, and salinity). This relationship is 
commonly used to refer to the pCO2 of water, (regardless of the actual pCO2 of the 
overlying air) meaning the partial pressure of CO2 in air that is in equilibrium with water 
containing a given concentration of H2CO3.

1.  The relevant parameter is actually the activity of the dissolved species, which is always slightly less than its concen-
tration. In relatively dilute solutions, these quantities are nearly identical, and it is common practice to use aqueous con-
centration rather than activity. 

CO2 g( ) H2O+ H2CO3 aq( )

KH
H2CO3[ ]
pCO2

-----------------------≡
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The weak acid H2CO3 partially dissociates to form hydrogen ions and bicarbonate 
ions according to

 , (1.3)

with the dissociation constant 

. (1.4)

The bicarbonate further dissociates into hydrogen ions and carbonate ions

, (1.5)

with the second dissociation constant 

. (1.6)

The values of the equilibrium “constants” KH, K1, and K2 defined in (1.2), (1.4), and 
(1.6) are actually functions of temperature, pressure, and salinity or total ionic strength 
of the solution. The values of these ratios are most sensitive to temperature, with higher 
temperature generally leading to smaller values so that cold water can dissolve more CO2 
than warm water. The overall solubility of CO2 in water is about twice as high at 0°C as 
it is at 20°C.

Note that the equilibrium relations (1.4) and (1.6) each contain the factor [H+], which 
represents the concentration of hydrogen ions in the solution. This concentration, by defi-
nition, quantifies the degree to which the solution is acidic. “Acid” solutions contain a 
lot of free hydrogen ions, and “basic” solutions contain almost none. Because hydrogen 
ion concentration varies by many orders of magnitude in natural waters, the notation 

(1.7)

H2CO3 H+ HCO3
–+

K1
H+[ ] HCO3

–[ ]
H2CO3[ ]

--------------------------------------------≡

HCO3
– H+ CO3

2 –+

K2
H+[ ] CO3

2 –[ ]

HCO3
–[ ]

--------------------------------------------≡

pH log10 H +[ ]–≡
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 has been adopted to describe it. Very acidic solutions like vinegar have a pH near 1, and 
very basic solutions like lye have pH near 14. Pure distilled water in equilibrium with 
atmospheric CO2 has a pH of 5.6, due to the reactions (1.3) and (1.5).

Other dissolved constituents (solutes) in water include positively-charged “cations” 
and negatively charged “anions.” The concentrations of most dissolved solutes do not de-
pend on the temperature, pressure, or salinity of the solution. These solutes are termed 
“conservative species.” When the total concentration of the conservative anions is sub-
tracted from the sum of the conservative cations (weighted by the charge on the ions of 
each solute), the remaining solutes determine the “total alkalinity” of the solution. In 
most natural waters, this quantity is dominated by the ions in the carbonate system, so 
that many writers refer to “carbonate alkalinity” interchangeably with “total alkalinity.” 
The carbonate alkalinity is defined by

, (1.8)

where  is the concentration of the “borate” ion and  is the 
concentration of the “hydroxyl” ion. Both of these are small in ocean water, but the 
borate chemistry plays an important role in controlling the solubility of CO2 because of 
its contribution to the total alkalinity (Tans, 1994). Since borate concentration in the 
ocean simply reflects the overall salinity of a given water sample, salinity can be used as 
a surrogate variable to reduce the degrees of freedom in the calculation of the pCO2 of 
ocean water.

The factor of two on the carbonate ion concentration reflects the fact that each carbonate 
ion carries two negative charges. Alkalinity is a measure of the ability of the solution to 
neutralize acids, and is sometimes called “acid neutralizing capacity.” Note that 
alkalinity is not a function of pCO2, since each mole of CO2 dissolved produces 
stoichiometrically balanced quantities of HCO3

-, CO3
2-, and H+. 

Another frequently used quantity describing carbon dioxide in water is the total dis-
solved inorganic carbon, DIC or ΣCO2. This is defined as 

. (1.9)

Alk 2 CO3
2 –[ ]= HCO3

–[ ] H +[ ]– B OH( )4
–[ ] OH–[ ]+ + +

B OH( )4
–[ ] OH–[ ]

ΣCO2 H2CO3[ ] HCO3
–[ ] CO3

2 –[ ]+ +=
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Usually, the concentrations of H+, H2CO3, HCO3
-, and CO3

2- are not measured direct-
ly. In practice, the only quantities in the carbonate system that can easily be measured 
are pH, pCO2, Alk, and ΣCO2. Given any two of these four quantities, the equilibrium 
constants KH, K1, and K2, and the concentrations of any conservative solutes, all the oth-
er species can be calculated from the equilibrium relations (1.2), (1.4), (1.6), (1.8), and 
(1.9). 

1.3.2 Calcium Carbonate Formation and Chemical Weathering

If the doubly-charged cation Ca2+ is added in sufficient concentration to the carbon-
ate system described in the previous section, a mineral precipitate,

, (1.10)

is formed, where the (s) indicates the solid phase. The carbonic acid produced and 
bicarbonate ion consumed in this reaction are subject to the other equilibria already 
discussed. The solid calcium carbonate (CaCO3, calcite) formed would precipitate and 
settle out of the solution. Such pure crystalline calcite formed from chemical 
precipitation is rare in nature, because biological processes driven by the expenditure of 
energy are more efficient at extracting CaCO3 from the water column than the simple 
chemical equilibrium presented here. Calcite is used by many marine organisms to form 
their shells or other hard body parts (Press and Siever, 1978).

Reaction (1.10) represents an equilibrium between the solid and dissolved phases of 
calcium carbonate. In the reverse reaction, it represents the dissolution of the solid phase 
into an acidic solution. Such reactions are referred to as chemical weathering. From the 
equilibrium in (1.10), the solubility of calcite is given by

. (1.11)

From the equilibria (1.4) and (1.6), it can be seen that this reaction is favored by lower 
pH, and from (1.2), that it is also favored by high pCO2. This result turns out to be quite 
general for most chemical weathering processes. 

Ca2 + 2 HCO3
–+ CaCO3 s( ) H + HCO3

–+ +=

KC
Ca2 +[ ] HCO3

–[ ]

H +[ ]
--------------------------------------------=
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There are thousands of silicate minerals which form the rocks of the surface of the 
Earth, but in terms of the effect of silicate weathering on atmospheric CO2, an idealized 
reaction can be written

. (1.12)

This reaction consumes CO2, producing alkalinity and dissolved calcium in surface 
waters, and leaving silica (SiO2) behind as quartz sand and silt. The presence of 
dissolved carbonic acid in rainwater reduces its pH. Biological processes in soils also 
add to the concentration of dissolved CO2 in groundwater, so that soil solution pH is 
often less than 5. The acidity of surface and ground waters greatly increases the 
solubility of rock materials with which they come into contact, and therefore the rate of 
chemical weathering.

Chemical weathering is a small net sink for atmospheric CO2, the result of which is 
high concentrations of HCO3

- and dissolved cations in rivers. When this high-alkalinity 
water reaches the oceans, the forward reaction (1.10) dominates, resulting in biologically-
enhanced precipitation of CaCO3 on the sea-floor. One mole of carbon is converted back 
to dissolved CO2 for each mole of solid CaCO3 formed in reaction (1.10), with the net re-
sult being the removal of one mole of carbon from the atmosphere. Calcium carbonate 
accumulates in marine sediments, but is sometimes destroyed by metamorphic reactions 
if the sediments become buried to great depths. In this case, the reverse of reaction (1.12) 
occurs, forming new silicate minerals like CaSiO3 and releasing volatile H2O and CO2 
into interstitial fluids in the rocks.

1.3.3 Biochemical Cycling of Carbon

The discussion in this section is derived mainly from Schlesinger (1991). Photosyn-
thesis is the process by which plants use sunlight to manufacture simple carbohydrates 
from atmospheric CO2 and water. It is actually a very complicated process involving 
many biochemical steps, but for the sake of the present discussion it can be represented 
by the simple reaction

. (1.13)

H2O CO2 CaSiO3 Ca2+ 2 HCO3
– SiO2+ ++ +

H2O CO2+ CH2O O2+→
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In this idealized representation, CH2O represents any simple carbohydrate such as 
glucose (C6H12O6). Organic molecules produced by photosynthesis have much less bond 
energy than is contained in the CO2 molecule, and so reaction (1.13) is endothermic, 
requiring energy input to proceed. This energy is derived directly from sunlight by 
chlorophyll molecules in specialized plant cell parts called chloroplasts. The relatively 
weak bonds in the reduced organic molecules produced in this way can be easily broken 
and rearranged in further reactions to provide the plant with energy to live and also with 
the building blocks for all of its tissues. The rate at which plants convert inorganic CO2 
into organic compounds is called gross primary productivity, and the total amount of 
carbon fixed annually is called gross primary production (GPP). This quantity is usually 
expressed in units of mass of carbon per unit area per year. 

The rate of photosynthetic carbon fixation can be estimated by enclosing a leaf in an 
experimental vessel and measuring the rate of decrease of CO2 concentration. This rate is 
usually determined by the rate at which CO2 molecules can diffuse into plant cells where 
they can be fixed by chloroplasts. Gas diffusion at leaf surfaces is regulated by openings 
in plant leaves called stomata, which can be closed to prevent rapid loss of water from 
the plant tissues. When moisture is abundant, both in the soil around the plant’s roots and 
in the air in the form of vapor, the stomata open as much as possible and photosynthetic 
carbon fixation is rapid. In this case, the rate of photosynthesis can be limited by the 
availability of certain enzyme complexes which participate in the reactions. The supply 
of these enzymes is dependent on the availability of nitrogen and other nutrients, so that 
the ability to fix carbon in a plant with sufficient water may be limited by nutrient supply. 

The processes by which living organisms rearrange organic compounds to extract en-
ergy and build tissues are collectively known as metabolism. Metabolic energy is derived 
from carbohydrate molecules by reactions which can be thought of as the reverse of reac-
tion (1.13) above. This energy extraction reaction is called respiration. Plants respire car-
bon which they have previously fixed to provide the energy they need in order to grow, 
reproduce, and generally sustain life. Plant respiration occurs all the time, and dominates 
over photosynthesis at night and during other times (like winter) when plants need more 
metabolic energy than they can produce. Integrated over a year, the net amount of carbon 
fixed from CO2 by plants is called the net primary production (NPP), which is defined as 

(1.14)NPP GPP RP–=
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where RP is the annual total plant respiration. Annual NPP is estimated by “harvest” 
methods, whereby plants are killed and dried, and then weighed to see how much organic 
matter was created. This is difficult because much of the biomass of many plant species 
is below ground, in the roots. Annual NPP is about half of GPP in most ecosystems.

When plants or parts of plants (like leaves and branches) die, organic material they 
have manufactured through photosynthesis and metabolic activity is usually deposited on 
the ground. There it is broken down in a process of decomposition by bacteria and other 
microorganisms in a process called heterotrophic1 respiration. The reactions involved are 
again essentially the reverse of reaction (1.13), and energy is released in the process of 
decomposition. In mature ecosystems at steady state, the annual total of heterotrophic res-
piration is approximately equal to the annual NPP. This means that the annual growth in-
crement of the average plant in the ecosystem is matched by falling “litter” from the 
plants, so that the total biomass of the ecosystem remains constant. The term net ecosys-
tem production (NEP) is used to refer to the annual increase in the biomass of an ecosys-
tem, and is expressed

. (1.15)

where  is the total respiration in the ecosystem. This quantity is generally 
positive after a major disturbance (like a forest fire or harvest) which removes biomass 
from an ecosystem. In forests, NEP reaches a maximum several decades after 
disturbance, and declines to nearly zero after a century or two (Houghton et al., 1987). 

It should be noted that the above remarks on NEP are meant to apply only on large 
spatial scales, over which actual measurement of NPP and RT are nearly impossible. On 
the scale of experimental plots on the order of a few thousand square meters, measured 
NEP is nearly always positive in undisturbed ecosystems (David Schimel, personal com-
munication). On regional scales, significant disturbances due to fire, weather, or human 
activities are believed to balance the biomass accumulated by undisturbed parts of the ec-
osystem.

1.  The term heterotrophic means that these organisms derive their energy from outside themselves. It distinguishes all 
organisms that do not photosynthesize from those that do, which are called autotrophic.

NEP NPP RH– GPP RT–= =

RT RP RH+=
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1.4 Carbon in the Oceans

The discussion in this section is derived mainly from material in Broecker (1974) and 
Baes et al. (1985).

1.4.1 Air-Sea Exchange at the Ocean Surface

As discussed in section 1.3.1, carbon dioxide gas dissolves into water according to 
Henry’s law (1.1). This equation relates the partial pressure of the gas to the aqueous con-
centration of its dissolved ions at equilibrium. Unfortunately, the entire ocean-atmo-
sphere system is not in equilibrium with respect to CO2, and locally may be quite far 
from equilibrium. This is primarily due to biological activity in the relatively thin layer 
(no more than 100 m) through which light penetrates – the photic zone. Over large areas 
of the oceans, photosynthesis in the photic zone depletes dissolved inorganic carbon spe-
cies to build reduced organic compounds, as discussed in section 1.3.3. This commonly 
leaves the ocean surface undersaturated with respect to CO2, and the gas then dissolves 
into the upper ocean from the air by diffusion. In other areas, the surface ocean carries 
more ΣCO2 than predicted by the equilibria in section 1.3.1, leaving the water supersatu-
rated and causing CO2 gas to diffuse from the water into the air. This occurs most fre-
quently in the equatorial upwelling zones, for reasons which will become clear in section 
1.4.2. 

The temperature dependence of the carbonate equilibria discussed in section 1.3.1 
also act to change the pCO2 of surface ocean water when temperature changes occur fast-
er than the CO2 can equilibrate across the air-sea interface. At 15°C, for example, the 
equilibrium pCO2 of seawater decreases by about four percent for each degree of cooling 
if alkalinity and ΣCO2 remain constant (Baes et al., 1985). Rapid cooling is associated 
with winter weather and rapid warming occurs when cold water from the deep ocean is 
brought to the warmer surface in upwelling regions, as discussed in section 1.4.2.

The diffusive flux of CO2 across the air-sea interface from the ocean to the atmo-
sphere can be written as 

(1.16)FCO2 cT pCO2 sea, pCO2 air,–( ) cT∆pCO2= =
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which is just a definition of a transfer coefficient cT (Broecker, 1974; TFT90). Here 
pCO2,sea is the theoretical partial pressure of CO2 which would be in equilibrium with the 
dissolved CO2 in the water according to equation (1.1). This bulk formula envisions the 
exchange of CO2 between the ocean and atmosphere as driven by the disequilibrium 
between the gas and aqueous phases, and limited by the exchange coefficient cT. Because 
the partitioning of CO2 between the various dissolved carbon species in the water is 
determined by the many equilibria discussed in section 1.3.1, the value of cT depends on 
the values of the various equilibrium constants KH, K1, K2, and KC. As discussed on 
page 9, these values depend strongly on temperature, and somewhat less strongly on 
pressure and salinity. Therefore the transfer coefficient cT depends on temperature and to 
some extent salinity (the atmospheric pressure at the sea surface being essentially 
constant for the purposes of calculating cT). The value of cT is also sensitively dependent 
on wind speed in the overlying atmosphere, both directly due to turbulence in the air, and 
indirectly due to the generation of waves by sea-surface winds. 

In practice, the functional dependence of cT on sea-surface temperature and atmo-
spheric wind is determined empirically. Wind tunnel and field experiments have been 
used to investigate the behavior of this parameter under various environmental condi-
tions (see Fig. 1.5). It seems clear that under very low wind conditions, gas transfer is ex-
tremely slow because a thin layer of water develops which is nearly in equilibrium with 
atmospheric concentration (Liss and Merlivat, 1986). Surface exchange increases gradu-
ally with wind speed until certain thresholds are crossed (such as the development of a 
rough surface and breaking waves), at which point the slope of the relationship with 
wind speed becomes much steeper. Unfortunately, globally integrated fluxes calculated 
using these laboratory results are not consistent with observations of the penetration of 
radioactive 14C and other radioisotopes into the world oceans (Peng and Takahashi, 
1989; TFT90). Theoretical considerations indicate that the exchange coefficient must 
also be a function of static stability in the atmosphere (Erickson, 1993).

Because of the presence of solid CaCO3 suspended in the water column and in marine 
sediments, the inorganic reactions outlined in section 1.3 act to hold the pH of ocean wa-
ter nearly constant at about 8.0 (Drever, 1988; Schlesinger, 1991). This process, known 
as buffering, is accomplished by shifting the equilibrium of reaction (1.10) to the right 
when some process removes hydrogen ions from the water, and to the left when hydro-
gen ions are added. Another consequence of this buffer effect is that the carbonate equi-
libria discussed in section 1.3 tend to resist changes in the total concentration of carbon 
dissolved in the water. A carbon “buffer factor” has been defined (Baes et al., 1985) as
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. (1.17)

The value of this buffer factor (also known as the Revelle factor; Takahashi, 1979) in the 
surface oceans is about 10, meaning that doubling the concentration of atmospheric pCO2 
would result in an increase of only 10 percent in the total concentration of carbon in the 
surface ocean.

1.4.2 Deep-Sea Circulation and Storage of Carbon

Having penetrated the air-sea interface, the question remains as to how CO2 reaches 
the deep ocean. Because the ocean is warmed at its surface by solar heating, the water 
column is in most cases stably stratified, with a well-defined surface mixed-layer 30 to 
100 meters thick overlying the main thermocline, and water in the deep ocean is essen-

FIGURE  1.5: Dependence of the air-sea gas transfer coefficient CT on wind speed 
as determined in three separate studies (Erickson, 1993).

β
δln pCO2
δln ΣCO2
-------------------------≡
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tially isolated from contact with the atmosphere for many decades or even centuries 
(Baes et al., 1985; see Fig. 1.6). 

Some diffusion of CO2 from the surface mixed layer through the thermocline and 
into the deep ocean occurs, but this process is extremely slow since turbulent transfer 
against the density gradient is very inefficient. There are at least three mechanisms by 
which CO2 derived from the atmosphere can reach the deep ocean much more effective-
ly. These are referred to as the “biological pump,” the “solubility pump,” and deep water 
formation in the high latitudes.

The biological pump consists of the transport of carbon downward by gravitational 
settling of particulate organic matter fixed by photosynthesis in the photic zone (Baes et 
al., 1985; Archer, 1990; Rintoul, 1992). Marine microflora collectively known as phy-
toplankton create organic matter from dissolved CO2 and other nutrients through photo-
synthesis (see section 1.3.3). When these organisms die, they begin to sink and 
decompose, and the carbon, nitrogen, phosphorus, and other nutrients they contain are re-

FIGURE  1.6: Idealized representation of the variation of density (in thousands of kg m-3) 
with latitude and depth in the oceans (Baes et al., 1985).
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oxidized and returned to the dissolved nutrient pool of the mixed layer. Most of this mate-
rial is rapidly recycled into organic compounds by biological uptake, but a small fraction 
(about 10 percent according to Archer, 1990) escapes through the base of the mixed layer 
into water too dark to support photosynthesis. Nearly all of the sinking organic particles 
are consumed by bacterial decomposition (“remineralized”) in the deep ocean, so that 
ΣCO2 in the deep ocean is about 10 percent higher than in the mixed layer (Rintoul, 
1992), but a small fraction reach the bottom and are buried in the sediment (Schlesinger, 
1991). 

The term “solubility pump” describes the process by which CO2 dissolves in the cold 
surface waters of the high-latitude oceans, and then moves along constant-density 
(“isopycnal”) surfaces to deeper water at lower latitudes (Baes et al., 1985; see Fig. 1.6). 
Because of the much colder surface temperatures of the high latitude oceans, isopycnal 
surfaces exposed in those regions are those which are located much deeper in the midlati-
tudes and tropics. This phenomenon, in which the thermocline is located at the surface 
and exposed to the air in high latitudes is called “thermocline ventilation.” Since cold wa-
ter can dissolve much more CO2 than warm water (see page 9, and the discussion in the 
previous section), CO2 tends to penetrate the ocean surface in the high latitudes and then 
can diffuse downward from the base of the thermocline in lower latitudes after isopycnal 
mixing. 

During winter, extremely cold air temperatures in the Arctic and Antarctic regions of-
ten cause sea-surface temperatures to drop to the freezing point. Under these conditions, 
the entire water column can become statically unstable, and deep convection can take 
place. This phenomenon is enhanced by the formation of sea ice, which excludes dis-
solved salts and thereby increases the salinity of the remaining water, making it even 
more dense. Sinking in high-latitude regions of deep convection is believed to be the 
principal source for the deep water of the world’s oceans (Brown et al., 1989), and be-
cause of the high solubility of CO2 in very cold water, also represents an important mech-
anism for deep penetration of atmospheric CO2. Regions of the oceans which are 
convectively neutral or unstable to great depths are often referred to as “polar outcrops” 
of deep ocean water (Siegenthaler and Oeschger, 1987; Post et al., 1990). 

Near the equator, on the other hand, climatological wind patterns produce divergent 
transport patterns in the ocean’s mixed layer (Brown et al., 1989). This surface diver-
gence causes upwelling of cold deep water which was previously enriched in ΣCO2 by 
both sinking organic matter and the high-latitude processes discussed above. As this wa-
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ter warms near the surface, it becomes supersaturated with respect to CO2. The equatorial 
oceans are therefore characterized by large-scale degassing of CO2 into the air. In the ab-
sence of other sources and sinks, the oceans would therefore impose pole-to-equator gra-
dient in atmospheric CO2, and transport in the atmosphere would close the loop, carrying 
CO2 from the outgassing areas in the tropics to the undersaturated waters in the high lati-
tudes. 

1.5 The Global Carbon Cycle

Since the atmosphere is the smallest major reservoir of carbon in the Earth system 
(see section 1.2), relatively minor fluxes between the other reservoirs could have a large 
impact on the atmospheric concentration of CO2. Such inter-reservoir exchanges of car-
bon are large, but difficult to measure. Fluxes that are important on long time scales have 
essentially determined the basic partitioning of carbon into the major reservoirs dis-
cussed in section 1.2 above, but are not thought to vary significantly on the human time 
scale. These fluxes are discussed in section 1.5.1. Other fluxes are important on the inter-
annual time scale, and are discussed in section 1.5.2.

1.5.1 Inter-reservoir Exchanges Over Geologic Time

Early in the history of the Earth, heat released by radioactive decay of elements in 
the interior caused a large-scale differentiation of the planet (Krauskopf, 1979), with the 
heaviest materials settling into a dense metallic core, and the lightest materials rising to 
form a thin crust of rock. At the same time, volatile compounds (mostly water vapor and 

CO2) were released to form the early atmosphere. The early atmosphere was probably 
similar to gases that are today vented from the Earth’s interior by volcanos, which are 
more than 90 percent water vapor, with 1 to 5 percent CO2, and the remainder SO2, H2S, 

HCl, and N2 (Schlesinger, 1991). When the atmosphere cooled below 100°C, the water 
must have condensed to form the oceans, into which the acidic sulfur and chlorine com-
pounds would have readily dissolved. Some of the CO2 would also have dissolved, ac-
cording to the equilibrium in equation (1.1). As chemical weathering added soluble 
cations from the continents to the ocean (see section 1.3.2), carbonate sedimentation re-
moved more and more dissolved carbon from the water. This process allowed the ocean 
to continue to remove atmospheric CO2 over geologic time, probably more quickly after 
the evolution of marine organisms which form CaCO3 more efficiently than by chemical 
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precipitation. The burial in marine sediments of organic matter formed by photosynthetic 
organisms has also progressively removed CO2 from the atmosphere throughout the past 
several billion years.

During the early history of the Earth, the sun was less radiant by as much as 30 per-
cent than it is today (Gough, 1981). Judging from calculations of radiant energy balance 
and the ice-albedo feedback (Budyko, 1969), this should have led to extremely cold sur-
face temperatures and the freezing of all the water on the planet. There is clear geologic 
evidence, however, that liquid water has been present continuously since it first appeared 
about 3.8 billion years ago (Schlesinger, 1991). These apparently inconsistent observa-
tions have been called the “faint young sun paradox” (Sagan and Mullen, 1972). It has 
been suggested that enhanced downward infrared radiation from the early atmosphere 
with its very high CO2 concentration was responsible for the relatively warm surface tem-
perature of the early Earth, and that drawdown of CO2 by carbonate sedimentation and bi-
ological processes has compensated for the increasing brightness of the sun throughout 
geologic history (Kasting et al., 1988; Worsley and Nance, 1989).

On time scales of millions of years, the cycle of carbon in the Earth system is domi-
nated by emissions of CO2 from volcanic eruptions and vents, and the steady drawdown 
by formation of carbonate sediments (Fig. 1.7). Some of the carbon locked up in sedi-
mentary rocks is released when ocean crust is subsumed back into the deeper Earth in a 
process known as “subduction,” along some margins of the ocean basins. Some of the 
CO2 in volcanic gases is derived from primordial volatiles in the Earth’s interior, but 
much of it is thought to be “recycled” by the melting of sedimentary material which has 
been subducted. 

1.5.2 Inter-reservoir Exchange on the Interannual Time Scale

On interannual to decadal time scales, the global carbon cycle is dominated by ex-
changes between the atmosphere and the ocean by the mechanisms described in section 
1.4, with the impact of anthropogenic emissions seen in the secular trend (Fig. 1.1). Sea-
sonally, the most significant fluxes are those driven by photosynthesis and respiration of 
the terrestrial biosphere as discussed in section 1.3.3. These fluxes are responsible for the 
observed seasonal cycle of CO2 concentration in the northern hemisphere (Fig. 1.3). 

Estimates of the pool sizes and fluxes which make up the global carbon cycle were 
reviewed by the Intergovernmental Panel on Climate Change (IPCC) of the World Meteo-
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rological Organization and the United Nations Environment Programme (Houghton et 
al., 1990). This “consensus” view of these fluxes is presented in Fig. 1.8, but it should be 
emphasized that several key aspects of the carbon cycle are subject to significant dis-
agreement in the scientific community. These disagreements are discussed in detail in 
sections 2.2 and 2.5 of Chapter 2. 

Because it can be calculated from carefully-tabulated economic data, the flux of an-
thropogenic CO2 due to industrial combustion and cement manufacture is the best-known 
exchange in the global carbon budget (e.g. Marland, 1989). This flux amounts to be-
tween about 6 Gt C yr-1, with only minor seasonal variations. The atmospheric inventory 
of CO2 annually increases by about 3 Gt, based on widely dispersed observations of back-
ground concentration (e.g., Conway et al., 1988), although the rate of increase is subject 
to significant interannual variability (Conway et al., 1994). 
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FIGURE  1.7: Over geologic time, the carbon cycle is a balance between sequestration in 
sedimentary rocks and degassing by volcanos.



23 

Section 1.5  The Global Carbon Cycle

Estimates of GPP, NPP, and respiration made by ecologists have been extrapolated 
from field plots to ecosystems (e.g. Whittaker and Likens, 1975), and then to the globe 
using remote sensing and geographical information systems (Matthews, 1983). Each of 
these fluxes is more than an order of magnitude greater than the annual anthropogenic 
emissions, but they largely cancel each other over the course of a year. Net primary pro-
ductivity and heterotrophic respiration are each in the neighborhood of 60 Gt C yr-1, but 
the uncertainty in these numbers is on the order of 10 Gt C yr-1 (Bolin and Fung, 1992), 
so a net gain or loss of carbon from the biosphere of the same order of magnitude as the 
industrial emissions is not ruled out. In fact, the IPCC budget includes an annual loss of 
one to two Gt C yr-1 from the terrestrial biosphere due to tropical deforestation which re-
leases biospheric carbon faster than it can be replaced by growing forests. Some studies 
have found, however, that the terrestrial biosphere is currently acting as a net sink for as 

FIGURE  1.8: A “consensus” view of the global carbon budget on the interannual to 
decadal time scale. Reservoirs indicated in Gt of carbon, with fluxes in 
Gt C yr-1 indicated by arrows (Houghton et al., 1990).

IPCC Carbon Budget (1990)
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much as 2 Gt C yr-1 (Keeling et al., 1989a; TFT90), possibly due to increased photosyn-
thesis in response to elevated atmospheric CO2 concentration. 

The IPCC budget calls for a net flux of 3.5 Gt C yr-1 into the ocean. Of this amount, 
3 Gt is envisioned as dissolving in the surface ocean from the atmosphere and 0.5 Gt is 
added as dissolved carbon in river discharge. A loss of 0.5 Gt C yr-1 is calculated due to 
sedimentation. In the “warm” regions of the tropics and midlatitudes, an estimated annu-
al uptake of 70 Gt is exceeded by estimated losses of 80 Gt due to equatorial upwelling. 
In the high-latitude oceans, the uptake of 35 Gt C yr-1 exceeds the annual efflux of 22 Gt 
because of the enhanced solubility of CO2 at low temperatures and because of transport 
by bottom water formation, as discussed on page 19. All of these estimates are subject to 
uncertainties which are considerably larger than the difference between the estimated up-
take and release of CO2 (Bolin and Fung, 1992). The IPCC budget calls for a net accumu-
lation of 3 Gt C yr-1 in the ocean, with 2.5 Gt added to the mixed layer and 0.5 Gt added 
to the deep ocean each year. These numbers are also subject to substantial disagreement 
among different researchers. Ocean modelers have calculated that at least 2 Gt C yr-1 is 
being transferred from the atmosphere to the ocean (Sarmiento et al., 1992), but annual 
flux estimates based on observed pCO2 measured on oceanographic cruises are as low as 
0.8 Gt C yr-1 (TFT90). 

In summary, the only components of the annual carbon budget which are relatively 
well known are the anthropogenic emissions and the actual atmospheric increment. The 
IPCC budget shown in Fig. 1.8 gives a plausible picture of the general features of the in-
ter-reservoir fluxes based on current estimates by various workers, but these are subject 
to large uncertainties. The uncertainties are a serious problem because the important pa-
rameters for understanding or estimating the future of atmospheric CO2 concentrations 
are the relatively small net differences between the very large annual fluxes into and out 
of the atmosphere. It is interesting to note that the budget presented in Fig. 1.8 does not 
match the observed annual increment of about 3 Gt C yr-1.

1.6 Isotope Biogeochemistry of Carbon

Carbon has two stable isotopes, carbon-12 (12C) with six neutrons, which comprises 
about 98.89 percent of natural carbon, and carbon-13 (13C) with seven neutrons. Carbon-
14 (14C) is a radioactive isotope which is naturally produced by cosmic rays from nitro-
gen in the upper atmosphere, and also by nuclear explosions (Degens, 1969; Faure, 
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1977). In the atmosphere, about 1.11 percent of the carbon atoms are 13C, and 98.89 per-
cent are 12C. The unstable radioisotope 14C comprises a negligible fraction of the total 
carbon, but is important because its radioactive decay with a half-life of 5730 yr (Faure, 
1977) allows the age of organic material to be determined.

During photosynthesis, CO2 molecules which contain the lighter 12C atoms diffuse 
more readily into leaf cells containing chloroplasts. Also, the enzymes which facilitate 
the processing of CO2 into organic carbohydrates have a greater affinity for the lighter 
12CO2 (Schlesinger, 1991). These two factors cause carbon which has undergone photo-
synthetic conversion from inorganic to organic to be depleted in 13C relative to the atmo-
sphere and to other carbon (Degens, 1969). Similarly, the reaction (1.10) by which 
CaCO3 is formed from dissolved CO2 in water discriminates between the two stable car-
bon isotopes, favoring the heavier 13C.

By convention, the isotopic composition of any carbon sample is expressed as 

, (1.18)

where the ratios are measured on the sample, and the standard most commonly used is 
referred to as “PDB,” a fossil carbonate for which many measurements are available. 
The mean δ13C ratio in terrestrial vegetation is about -27 per mil (Degens, 1969), 
because of the photosynthetic fractionation mentioned above. Ocean water has a δ13C 
value of about 2 per mil (Keeling et al., 1989a). Because the carbon contained in fossil 
fuels was derived by plants from atmospheric CO2, its δ13C value is very similar to that 
of vegetation. The atmosphere currently has a δ13C ratio of about -7.8 per mil, and is 
decreasing at about 0.2 per mil per decade due to the addition of 13C-depleted CO2 from 
the combustion of fossil fuels and the destruction of terrestrial vegetation (Keeling et al., 
1989a). 

δ13C
C13 C12⁄( )sample C13 C12⁄( )s dardtan–

C13 C12⁄( )s dardtan
----------------------------------------------------------------------------------------- 1000 permil( )≡
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1.7 Objectives of this Study

This study is intended to serve two fundamental purposes: 

1) to investigate the surface fluxes and atmospheric transport of CO2 in order to 
better understand the global carbon cycle, and

2) to serve as a building block for the integration of models of the atmosphere 
and the terrestrial biosphere, which will facilitate future work in elucidating 
the linkages between these components of the Earth system.

A central question in carbon cycle research involves the relative strengths of the vari-
ous sinks of anthropogenic CO2 in the Earth system. If the sinks are primarily in the 
oceans, then they can be expected to continue to sequester about the same fraction of 
emissions for centuries, due to the slow turnover of the deep ocean. On the other hand, 
some recent studies (Keeling et al., 1989a; TFT90) have suggested that a large sink ex-
ists in the terrestrial biosphere. This idea – posed by global modelers seeking to balance 
the carbon budget – is controversial, with many biologists and ecologists skeptical that 
such a large sink can exist. It is quite uncertain where the sink is, how it works, or for 
how long it should be expected to function. If such a large biological sink exists and 
were to stop working (for instance, if enhanced plant productivity due to CO2 fertiliza-
tion were to stop upon encountering other limitations such as water or nutrients), the at-
mospheric CO2 concentration would be expected to rise much more quickly than it is 
rising today. 

Several approaches have been taken to solving this problem. Direct measurements of 
CO2 flux at the Earth’s surface have been made at many locations over many types of ec-
osystems and over the ocean. Unfortunately, surface CO2 flux is extremely variable in 
both space and time, limiting the direct applicability of such measurements in balancing 
the global carbon budget. Monitoring programs now routinely collect and analyze sam-
ples of air from remote areas around the world for CO2 concentration and stable isotope 
ratio (see section 2.3). Such studies offer the possibility of distinguishing between ocean-
ic and terrestrial influences on concentration, and such analyses are underway. In order 
to avoid biasing the measurements by local contamination, however, nearly all the mea-
surement sites are located on remote islands or in rural coastal areas and so sample only 
marine air. The terrestrial signal is still present in such data, but is quite dilute after thou-
sands of kilometers of atmospheric transport. In recent years, several groups have used 
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numerical models of atmospheric transport to investigate the surface fluxes of CO2. 
These studies are reviewed in considerable detail in section 2.4. By prescribing sources 
and sinks at the Earth’s surface and then using the atmospheric model to simulate trans-
port of the gas, different scenarios can be tested against observations. 

Other studies have attempted to directly compute the distribution of sources and 
sinks from the atmospheric CO2 observations by using “inverse” modeling techniques 
(Enting, 1985; Enting and Mansbridge, 1987b; Tans et al., 1989; Enting and Mansbridge, 
1989). Here the CO2 concentration and the atmospheric transport are prescribed, and the 
surface fluxes are computed using an iterative technique that enforces consistency be-
tween the simulated transport and the time-varying surface concentrations. This tech-
nique is only practical for application in a two-dimensional representation of the global 
atmosphere. It cannot distinguish the nature of a source or sink, but rather deduces only 
the magnitude of the fluxes in different latitude zones.

In the present study, a hybrid of the two modeling approaches will be used. Starting 
from a globally uniform CO2 distribution, prescribed distributions of sources and sinks 
will be applied, and atmospheric transport of CO2 will be simulated using a full three-di-
mensional atmospheric general circulation model (GCM). After the simulation has 
reached equilibrium with the surface fluxes, some of the most problematic aspects of the 
surface flux distributions will be calculated by comparison with observations.

The use of the full GCM (see section 3.4.2), with its short time step and detailed rep-
resentation of vertical transports due to cumulus convection (see section 3.4.5) allows a 
more detailed examination of geographic and temporal changes in CO2 than has been pre-
viously performed. By applying methods similar to those used by TFT90, estimates of 
the geographic and seasonal distributions of the surface fluxes will be constrained by the 
circulation simulated by the GCM. 

The simulation performed in this study will require the implementation of CO2 as a 
prognostic variable in the GCM. This will pave the way for future studies in which sur-
face fluxes of CO2 can be directly modeled at the land surface, using the new parameter-
ization of Sellers et al. (1993). The disadvantage of performing such an “inversion” 
study with the full GCM is of course that the model is computationally expensive to run. 
Unlike TFT90, I was unable to perform multiple simulations to test different scenarios of 
sources and sinks, but carefully chose distributions of the surface fluxes before the simu-
lation to maximize the amount of information that could be obtained from the results.
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CHAPTER 2

A Review of Previous Work in Carbon 
Cycle Research

This chapter presents a chronological review of the development of our present un-
derstanding of the carbon cycle. Section 2.1 reviews some of the early studies of the car-
bon cycle. Speculations on the role of carbon dioxide in determining the Earth’s climate 
date back to the middle of the 19th century (Tyndall, 1861). There were attempts to docu-
ment the concentration of atmospheric CO2 over the following century, but the modern 
era of carbon cycle research began with the advent of continuous measurement of CO2 
concentration at several sites during the International Geophysical Year (1957) by C. D. 
Keeling. These observations quickly led to the discovery and documentation of the secu-
lar trend, seasonal cycle, geographic patterns, and interannual variability in CO2 concen-
tration as frequent and reliable data became available from a growing network of stations 
around the world. Some early attempts to construct a global budget of atmospheric car-
bon predate the first regular measurement programs in the late 1950’s, but this work real-
ly took off in the 1960’s and early 1970’s as one-dimensional box models of atmospheric 
mixing and carbon uptake by the oceans were applied to the observational data. 

In the mid-1970’s, a growing controversy developed in the literature as geochemists 
and oceanographers were unable to account for the large amounts of carbon which ecolo-
gists believed were being released from the biosphere as a result of changing land use 
patterns. This controversy raged for more than a decade, and is the subject of section 2.2. 
Ecologists used “bookkeeping” models of carbon allocation following major landscape 
disturbance, driven with historical data, to reconstruct a history of large releases of car-
bon from the biosphere during the past two centuries. Geochemists continued to refine 
the one-dimensional models of carbon diffusion into the ocean, but could not reconcile 
their results with those of the ecological modelers and balance the global budget. This 
round of the controversy was largely settled in the mid-1980’s when reliable data on the 
history of atmospheric CO2 concentrations became available through the analysis of air 
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trapped in bubbles in Antarctic ice, but the debate about the role of the biosphere has 
heated up again in the last few years. 

Starting with the continuous measuring stations started by Keeling in the 1950’s, reg-
ular, high-precision measurement programs were instituted at a growing number of sites 
around the world. By the 1980’s at least three groups were maintaining networks of such 
observational sites with good latitudinal coverage of the globe. Section 2.3 discusses 
these observational networks, their methods, geographic distributions, and some of their 
results.

The high quality, global distribution, and easy availability of measurements of the 
concentration and isotopic composition of atmospheric CO2 allowed them to be used to 
quantitatively constrain the sources and sinks in time and space, given a knowledge of 
the detailed behavior of atmospheric transport. Section 2.4 outlines the development of 
two-dimensional and three-dimensional transport models which were used for this pur-
pose. Since these studies form the direct intellectual background of my work, I review 
several of these papers in depth, presenting the model formulations and surface flux data 
used to drive the simulated carbon cycle. In particular, my review focuses on the work of 
Dr. Inez Fung and her colleagues at the Goddard Institute for Space Studies (GISS) of the 
National Aeronautic and Space Administration (NASA), since they provided direct guid-
ance and surface flux data for the present study.

In the last few years, the relative roles of the biosphere and ocean in the global car-
bon budget have again been the subject of intense disagreement, which has reopened the 
earlier controversy to some extent. This current debate is reviewed in section 2.5. Obser-
vational and modeling work in the late 1980’s suggested the existence of a terrestrial 
sink for atmospheric CO2 in the middle and high latitudes of the northern hemisphere. 
TFT90 invigorated the debate by suggesting on the basis of shipboard observations that 
the ocean uptake must be much smaller than had been estimated by earlier studies. This 
meant that the terrestrial sink in the northern hemisphere must be much larger than previ-
ously estimated in order to match the observed interhemispheric concentration gradient 
and annual increase in global mean concentration. Since that time, a lively discussion of 
these issues has dominated the carbon cycle literature, with biologists, ecologists, 
geochemists, oceanographers, and meteorologists contributing to an exciting and interdis-
ciplinary debate. The present study is meant to enter into this debate, and the central 
questions raised by TFT90 are those which I most want to address.
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2.1 Early Observations and Interpretations

Attempts to measure the concentration of CO2 in the atmosphere go back more than 
100 years, but much of the early work suffered from a lack of standardized analytical 
techniques and geographically unrepresentative samples. It has been known for centuries 
that CO2 is released into the atmosphere by nearly all combustion, and by biological res-
piration. On the basis of laboratory measurements of absorption of radiation by gases, 
Tyndall (1861) suggested that CO2 must act as a greenhouse gas (the greenhouse analogy 
was first used by Fourier, 1827), and that variations in atmospheric CO2 and water vapor 
could explain the climate changes associated with the ice ages. Others focused on the 
dominant effect of absorption by water vapor, but interest in CO2-induced climate change 
persisted in the late 19th century, especially in the work of Arrhenius (1896) and Cham-
berlain (1897). This interest motivated much of the early work in measuring the concen-
tration of atmospheric CO2. Some of these early measurements were reviewed by 
Callendar (1940, 1958), and have been recently reevaluated by Fraser et al. (1986). 

Early measurements of CO2 concentration in air were made by acidimetric titration 
of water through which air had been bubbled. Most of the early measurement programs 
were conducted in Europe. Callendar (1940) states that the earliest attempts to measure 
the partial pressure of CO2 in air were made in the mid-18th century, but that the earliest 
accurate measurements were made by Thorpe (1867). Schultze (1871) measured CO2 
concentration near Rostok, Germany, and reported some dependence of concentration on 
wind direction. Reiset (1882) documented differences in concentration according to the 
wind direction and the diurnal cycle, and speculated about a seasonal cycle and secular 
trend. Muntz and Aubin (1886) developed a new method by which CO2 was absorbed 
onto pumice containing potassium hydroxide. This technique was more accurate than the 
earlier method (the authors claimed 1% accuracy), and the sampling apparatus was porta-
ble. This allowed estimates of CO2 concentration to be made for Central and South Amer-
ica, as well as many locations in Europe. Petermann and Graftiau (1892) made more than 
500 measurements of CO2 in Belgium between 1889 and 1891. Letts and Blake (1900) 
measured CO2 concentrations in northern Ireland. They also reviewed most of the previ-
ous work in this field, including descriptions of the experimental apparatus and analyti-
cal techniques used by others (their paper contains over 300 references). Brown and 
Escombe (1905) used an improved wet titration technique to measure CO2 concentra-
tions to the west of London between 1898 and 1901, and found that concentrations were 
significantly higher when the wind blew from the east, reflecting the urban influence. 
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Callendar (1938) reviewed some of these the early observations, choosing those 
which he considered most “reliable” and, by comparing them to the contemporary mea-
surements of Haldane (1936), argued that a secular trend was present in the data. He sug-
gested that the increase was due to the combustion of fossil fuels. He analyzed 
temperature records from stations around the globe, and concluded that the CO2-induced 
warming was already underway. He further documented (Callendar, 1940) the secular 
trend by a more thorough analysis of earlier measurements, and by a comparison to the 
measurement program reported by Buch (1939). He attributed the seasonal variability of 
CO2 concentrations to the activity of the terrestrial biota, and suggested that the lower 
concentrations in polar regions were evidence of temperature-dependent uptake of CO2 
by the surface of the ocean (see section 1.4.1). On the basis of temperature records from 
sixteen rural weather stations, he calculated that fossil fuel CO2 was responsible for a rise 
in the global-mean surface temperature of 0.2 Κ, and suggested on the basis of radiative 
flux calculations that a doubling of atmospheric CO2 would lead to a mean global warm-
ing of 1.5 Κ. He estimated that 75 percent of the CO2 emitted by fossil fuel combustion 
remained in the atmosphere, with the remainder dissolved in the oceans.

Analytical methods for the determination of the isotopic composition of carbon were 
developed by Nier and Gulbransen (1939) and Nier (1947). By the mid-1950’s, the isoto-
pic fractionation of carbon by various physical and biological processes (see section 1.6) 
had been documented by Craig (1953), and the use of 14C activity to determine the age 
of organic materials had been established by Libby (1955). This work laid the founda-
tions for the later use of carbon isotope geochemistry to elucidate various aspects of the 
global carbon cycle.

In the mid-1950’s, some work on the global cycle of carbon had already begun, al-
though very few reliable data were available on concentrations at that time. Plass (1953, 
1956) speculated on the details of CO2-induced climate change, and elucidated the mech-
anisms for carbon exchange between the atmosphere and ocean. Eriksson and Welander 
(1956) developed a simple box model of the carbon cycle involving exchanges between 
the atmosphere, ocean, and biosphere (through photosynthesis, respiration, and decay), 
and explored various scenarios which could lead to large shifts in the concentration of at-
mospheric CO2. Craig (1957) and Revelle and Suess (1957) used the apparent 14C age of 
dissolved carbon and organic material in the oceans to estimate the rate of exchange of 
carbon between the atmosphere and the sea. They calculated by two independent meth-
ods that the average residence time of a molecule of CO2 in the atmosphere is about sev-
en years. They estimated the average rate of ocean uptake of CO2 to be about 2 × 10-3 
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moles cm-2 yr-1 (about 90 Gt C yr-1, which is consistent with the best current estimates 
of gross carbon flux into the world oceans, although this figure is mostly balanced by de-
gassing in upwelling regions, as discussed in section 1.4.1). These authors also estimated 
that the average lifetime of carbon in the deep ocean was not more than 500 years.

 New analytical techniques were developed in the mid-1950’s for the determination 
of atmospheric CO2 concentration with enough precision for detailed analysis of tempo-
ral trends and geographic patterns. Earlier measurements were subject to rather large ana-
lytical uncertainty and poor standardization. The new technique measured the CO2 in the 
air directly with an infrared gas analyzer (Smith, 1953), which could be calibrated with a 
reference gas used for many samples. Continuous monitoring of atmospheric CO2 using 
the new technique was begun by Keeling (1958, 1960) in 1957 at the South Pole and in 
1958 at Mauna Loa, Hawaii, as part of the International Geophysical Year (IGY) research 
program. This marked the beginning of the modern era of carbon cycle research, since 
concentration data were collected by standardized methods and could be rigorously com-
pared in both time and space.

 By the early 1960’s, the secular trend, seasonal cycle, and meridional gradient in 
both the concentration and isotopic composition of atmospheric CO2 were well estab-
lished. Keeling (1960) documented the year-to-year increase in concentration in Hawaii 
and Antarctica. He also reported on the seasonal cycle of CO2 concentration and isotopic 
composition, noted the greater amplitude and shift in phase of this oscillation from south 
to north, and attributed the oscillation to the seasonal growth and decay of the terrestrial 
biosphere. Bolin and Keeling (1963) used measurements of CO2 in air collected in flasks 
on ocean cruises in the Pacific to investigate the meridional transport of the gas by large-
scale atmospheric eddies. Their data firmly established the meridional profile of CO2 con-
centration, and the changes in seasonality from north to south. Using a simple interhemi-
spheric mixing model, they estimated the overall eddy diffusivity of the atmosphere, and 
the seasonal drawdown of CO2 by the terrestrial biosphere in the northern hemisphere. 
Analysis of air samples collected by airplane flights established the vertical profiles of 
CO2 concentration and the action of the tropopause as a barrier to vertical mixing (Bis-
chof, 1965; Bischof and Bolin, 1966). Airplane sampling also documented the general 
horizontal homogeneity of CO2 concentration along latitude circles above the planetary 
boundary layer (PBL), and the role of transient weather systems in meridional mixing 
(Keeling et al., 1968).
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About this time, serious attempts at estimating the surface fluxes responsible for the 
observed seasonal fluctuations and secular trend in atmospheric CO2 constituted the first 
observationally-constrained global carbon budgets. Junge and Czeplak (1968) analyzed 
the seasonal and meridional patterns of atmospheric concentration and transport of CO2, 
and made quantitative estimates of the contributions of anthropogenic emissions, season-
ality in the rate of ocean uptake, and the terrestrial biosphere to the observed seasonal 
and meridional patterns. They concluded that the seasonal cycle was driven almost entire-
ly by the biosphere, and that the inverse problem of diagnosing the latitude-dependent 
eddy diffusivity of the atmosphere from CO2 observations was intractable. Bolin and Bis-
chof (1970) estimated that only about one third of the CO2 released as industrial emis-
sions remained in the atmosphere, with about half of the emissions being absorbed by the 
oceans, and the remainder being sequestered in the terrestrial biosphere as a result of the 
CO2 “fertilization” effect. They noted that their estimates suggested very rapid transfer of 
CO2 across the surface of the ocean, and that the slow rate of transfer between the sur-
face layers and deeper ocean represents the most significant barrier to carbon storage. 

Better estimates of the fossil fuel emission rate were made by Keeling (1973a) and 
Rotty (1973), who used economic data collected by the United Nations. Using these new 
estimates, Keeling (1973b) calculated that the terrestrial biosphere must have increased 
in mass by about 4% since preindustrial times. The question of the rate of carbon penetra-
tion into the deep ocean was investigated by Oeschger et al. (1975), who developed a 
one-dimensional box-diffusion model of the world ocean. In contrast to previous models, 
they did not treat the deep ocean as a single, well-mixed box, but rather as a series of 
boxes through which the penetration of CO2 was determined by eddy diffusion.Their 
model was calibrated by the observed profiles of natural radiocarbon and verified using 
observed penetration of 14C produced during the atmospheric nuclear weapons tests in 
the 1950’s and 1960’s. Their results supported a somewhat more efficient oceanic uptake 
than in previous studies, but they still argued for a small sink of atmospheric carbon in 
the terrestrial biosphere to balance the global budget.

In the mid-1970’s interannual variability in the seasonal oscillation and annual in-
crease of CO2 was investigated by several studies. Hall et al. (1975) subtracted the secu-
lar trend from the Keeling’s Mauna Loa record, and derived annual net hemispheric 
photosynthesis and net hemispheric respiration curves from the residual. These curves, 
they argued, provided an index of the metabolic activity of the global terrestrial bio-
sphere. These authors argued that the small interannual variations in the record did not 
support either a large source or sink for atmospheric carbon in the terrestrial vegetation. 
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Bacastow (1976) showed that interannual variability in the observed CO2 record was cor-
related with the southern oscillation index (SOI), and argued that perturbations to the up-
welling of deep water in the equatorial Pacific during El Niño events caused significant 
reductions in the rate of uptake of CO2 by the oceans. Keeling et al. (1976 a, b) also re-
ported interannual variability in concentrations at both Mauna Loa and the South Pole, 
which they also ascribed to changes in the rate of oceanic uptake.

2.2 Geochemists vs. Ecologists:

Controversy Regarding Biospheric 

Carbon Emissions 

The concept of the global carbon budget that had emerged by the mid-1970’s was 
one in which fossil fuel emissions of CO2 to the atmosphere were about halfway compen-
sated by absorption into the oceans, with a small amount of carbon also being seques-
tered in the terrestrial biosphere. This concept was challenged by Bolin (1977). He 
proposed that rather than being a sink for anthropogenic carbon, the biosphere was actu-
ally losing carbon at a rate comparable to the burning of fossil fuels as forests were cut 
and natural ecosystems were converted to agricultural production. Thus began a period 
of lively controversy which dominated the carbon cycle literature for the next decade and 
has been resurrected in the past few years. Broecker et al. (1979) refuted Bolin’s pro-
posed biospheric carbon loss by analyzing the uncertainty of model estimates of oceanic 
uptake. They concluded that the estimates were sufficiently firm that large emissions of 
CO2 from the biosphere could not be accounted for in either the atmosphere or the ocean. 
The debate between the ecologists and geochemical modelers was summarized by Hob-
bie et al. (1984). 

Ecologists attempted to resolve this question using “bookkeeping” models of carbon 
reservoirs in which emissions due to changing land use patterns could be reconstructed 
from historical records (Houghton et al., 1983; Schlesinger, 1984; Emanuel et al., 1984; 
Houghton et al., 1987). In the pioneering study of this type by Houghton et al. (1983), 
the land areas of the world were divided into 69 regional ecosystems. This was done us-
ing a classification scheme including 14 “biomes” or vegetation classes (e.g., tropical 
moist forest, temperate grassland, boreal forest, desert scrub, etc.). Literature values were 
used to estimate the total carbon storage per unit area in each biome. A response function 
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was developed to predict the time-history of the change in carbon storage when a given 
biome was converted to another through land use changes (for instance, conversion of 
tropical forest to grassland had a certain response curve, and conversion of temperate 
grassland to irrigated cropland had another). These response curves described changes in 
carbon storage of both vegetation and soils. Some of the changes (e.g., irrigation of 
desert scrub for agriculture) involved a net increase in carbon storage, and some changes 
were only temporary (e.g., harvest and regrowth of temperate forests for timber produc-
tion). 

The land area of each biome in 1700 was estimated from literature values and histori-
cal sources as an initial condition for the model, assuming that the world’s terrestrial eco-
systems were at steady state with respect to carbon storage at that time. Historical, 
economic, and agricultural records were then used to “time-step” through the changes in 
land use and resulting changes in global carbon storage of the world’s terrestrial ecosys-
tems over the following 280 years. The model was thus actually a historical reconstruc-
tion of carbon storage, rather than a process-based explicit calculation of carbon changes 
due to respiration and photosynthesis.

The model was run using three different scenarios of land-use change derived from 
historical records. A “low estimate,” based on a data compilation by the United Nations’ 
Food and Agricultural Organization, calculated a total release of 184 Gt of carbon since 
1860. Using these input data, the model estimated releases of about 1 Gt C yr-1 in the 
19th and early 20th century, followed by a peak in emissions of about 3.5 Gt C yr-1 
around 1950, and then a slow decline to about 1.8 Gt C yr-1 in 1980. A “high estimate” 
of carbon release included more recent estimates of tropical deforestation rates (Myers, 
1980) in the input data. This run produced almost the same total long-term carbon re-
lease (184 Gt) as the run driven by the FAO data, but the recent emissions were very dif-
ferent. Using these deforestation rates, the authors estimated a release of 4.7 Gt C yr-1 
from the terrestrial biosphere in 1980, nearly as much as the global emissions from fuel 
combustion. In the third scenario, the authors assumed that since 1950, conversion of 
tropical forests to agricultural lands has been proportional to the population of the tropi-
cal regions of the world. In this scenario, the total release of biospheric carbon since 
1860 was 180 Gt, with 2.6 Gt C yr-1 released in 1980. 

In all three scenarios, these authors found that forests in the middle and high latitudes 
of the northern hemisphere have been accumulating carbon in recent decades, but not 
fast enough to offset the enormous losses from the tropics. The total net losses from the 
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biosphere since the industrial revolution was estimated to be equal to or greater than the 
accumulated emissions of fossil carbon due to industrial activity. The authors acknowl-
edged the discrepancy between their results and those of ocean modelers, suggesting that 
perhaps their low estimates might be reconciled with the highest estimates of ocean up-
take then in use. They noted that their results were quite sensitive to the characterization 
of the “undisturbed” ecosystems being replaced by agricultural lands, and that the histori-
cal records contained significant uncertainty in this respect. They also pointed out that 
much of the area which underwent land use change in the past two centuries was very 
heterogeneous, and that their model had unrealistically treated these areas as large homo-
geneous blocks. Since the carbon storage estimates and response functions they used in 
the model were developed for small field plots, there is some question as to the applica-
bility of these data to regional and global scales.

Siegenthaler (1983) developed a modified model of oceanic carbon uptake, based on 
the work of Oeschger et al. (1975), but which included faster penetration into a high-lati-
tude “outcrop” of cold thermocline waters. Ventilation of the thermocline allows faster 
penetration of CO2 into the deep ocean because of the enhanced solubility at low temper-
atures, and because transport is rapid along constant-density (isopycnal) surfaces (see 
section 1.4.2). Even the faster uptake of anthropogenic CO2 by this new “outcrop-diffu-
sion” model could not account for the large biospheric releases proposed by the ecolo-
gists, however. 

The question of large emissions of carbon from the biosphere was largely settled by 
the publication of data on CO2 concentrations in air trapped in Antarctic ice cores (Nef-
tel, 1985; Pearman et al., 1986), which showed that the preindustrial concentration of 
CO2 was about 280 ppm. The history of CO2 concentrations in the atmosphere as pre-
served in the ice cores could be directly compared with the concentrations predicted by 
the ecological reconstructions of Houghton et al. (1983) and others. 

Siegenthaler and Oeschger (1987) used box-diffusion and outcrop-diffusion models 
of ocean uptake to reconstruct the past 200 years of emissions of CO2 from the biosphere 
by “deconvolution” of the ice-core CO2 record. Ocean uptake as predicted by the ocean 
model was subtracted from the observed time series of CO2 concentration in the ice core 
data, resulting in independent estimates of biospheric release. They concluded that al-
though significant biospheric carbon loss had indeed taken place during the 19th and ear-
ly 20th centuries, the global biosphere was currently either a very small source or even a 
net sink for atmospheric CO2. 
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Using the ice core data of Neftel et al. (1986), Enting and Mansbridge (1987) 
showed that the estimates of biospheric carbon release made by the bookkeeping meth-
ods of Houghton et al. (1983) were incompatible with any linear, time-invariant model of 
ocean uptake. Enting and Pearman (1987) used a one-dimensional carbon cycle model 
calibrated by constrained inversion of observations (see section 2.4) to estimate the con-
tribution of CO2 from the biosphere. They concluded that the net release was currently 
small or even negative.

2.3 Observational Monitoring of Atmospheric 

CO2 Concentration

Continuous monitoring of CO2 concentration in air using a nondispersive infrared gas 
analyzer was begun by C. D. Keeling at the South Pole in 1957 and at the Mauna Loa 
Observatory, Hawaii in 1958 (Keeling, 1960; see section 2.1). The analytical technique 
involves comparison of the sample gas to a reference gas (usually CO2 in pure nitrogen) 
in which the concentration (mole fraction) of CO2 is supposedly well known. The refer-
ence gases used by Keeling and his colleagues were calibrated repeatedly against “semi-
permanent” reference gases at Scripps Institute of Oceanography (SIO) of the University 
of California. The mole fraction of CO2 in these semi-permanent gases was determined 
at regular intervals by a “manometric” technique in which the CO2 was extracted from 
the carrier gas (again, usually nitrogen) by freezing, and then the pressure of the pure 
CO2 was measured. Over the years, the reference gases were used up, and new standard 
mixtures were made, always with exhaustive intercomparisons between the two refer-
ence gases to establish the standard mole fraction. These procedures have been described 
in detail by Pales and Keeling (1965) and Keeling et al. (1976a, b). 

By the mid-1980’s there were at least three long-term monitoring programs in place 
in which high-frequency (approximately weekly) samples of air were analyzed for CO2 
concentration by standardized methods on infrared analyzers calibrated with reference 
gases traceable to the SIO standards. These programs included the original SIO program, 
expanded to about ten sites in the Pacific; a flask sampling program administered by the 
Commonwealth Scientific and Industrial Research Organization (CSIRO) in Australia, 
with five sites in the southern hemisphere; and the flask sampling network of the U.S. 
National Oceanic and Atmospheric Administration (NOAA) Geophysical Monitoring for 
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Climatic Change (GMCC) program, with more than 20 stations around the world. All 
these programs selected sampling sites with the intention that air collected for analysis 
represent “background” conditions, free from local “contamination” due to industrial or 
urban influences, biological activity or volcanic activity. Most of the sites were therefore 
located on remote islands, mountain tops, or windward coasts in rural areas. Flask sam-
pling protocol required the operator to hold his or her breath while sampling, and to col-
lect the sample when the wind was onshore. Comparability of the data was assured by 
using a limited number of instruments to analyze all the flask samples, calibrating the in-
struments using the SIO standard gases, and frequent laboratory intercomparison studies. 
Since the CO2 concentration in rural air was known to decrease systematically from 
north to south, an effort was made to place sampling stations at as many latitudes as pos-
sible, within the constraints mentioned above. Concentration data were made available 
by all three laboratories, and were the subject of many analyses in the 1980’s.

Several groups tried to use the observational record to sort out the relative roles of 
fossil fuel emissions, land use change, ocean uptake, and biospheric fertilization in the 
carbon budget. Pearman and Hyson (1981) showed that the amplitude of the seasonal cy-
cle of CO2 concentration at several measuring sites had increased significantly during 
the period of record, and speculated that this might indicate the terrestrial biosphere of 
the northern hemisphere was growing. The increasing amplitude of the seasonal cycle 
was also noted by Cleveland et al. (1983), Komhyr et al. (1985), Bacastow et al. (1985), 
and Thompson et al. (1986). The latter paper also found that the interannual variations in 
the growth rate of atmospheric CO2, although closely correlated with the El Niño-South-
ern Oscillation phenomenon, could not be explained solely on the basis of sea surface 
temperature anomalies in the Pacific. They suggested that a related perturbation of tropi-
cal terrestrial biosphere (possibly due to altered precipitation patterns) was responsible 
for the interannual variability in the CO2 concentrations.

Hall et al. (1993) noted that the change in amplitude of the seasonal cycle has not 
been constant through time, but was particularly strong in the 1970’s and particularly 
weak in the 1980’s. They also estimated that the changes in the global rate of photosyn-
thesis have been nearly exactly compensated by changes in global respiration, so that a 
net change in the mass of the biosphere is not indicated by the changing amplitude of the 
seasonal cycle of atmospheric CO2. 

Keeling and Heimann (1986) compared the meridional distribution of mean annual 
atmospheric CO2 concentration in 1962 to that in 1980, and analyzed the difference with 
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a one-dimensional meridional eddy diffusion model. They concluded that the difference 
was almost entirely due to the combustion of fossil fuels. Subtracting this effect, they 
suggested that the residual indicated a source of carbon to the atmosphere in the deep 
tropics (due to deforestation, the tropical ocean, or some combination), coupled through 
poleward transport to a sink of the same magnitude in the middle latitudes.

An analysis by Conway et al. (1988) of the data collected at 22 NOAA-GMCC flask 
stations confirmed that the annual mean concentrations both globally and station-by-sta-
tion exhibited interannual variability related to the El Niño-Southern Oscillation phenom-
enon. They also found that, in contrast to earlier work, there was no statistically 
significant trend or interannual variability in the phase or amplitude of the seasonal cycle. 

In the most exhaustive analysis of observational CO2 data to date, Keeling et al. 
(1989a) analyzed records of concentration and stable isotopic composition of CO2 from 
ten SIO stations spanning the north-south extent of the Pacific over more than 30 years. 
They decomposed each record into an annually fluctuating period, longer term varia-
tions, and remaining “noise,” and examined trends, geographic patterns, and interannual 
variability.

The stable isotope ratio, δ13C (see section 1.6) was found to exhibit a seasonal oscil-
lation in phase with that of CO2 concentration, as had been reported in earlier studies. 
These seasonal fluctuations in δ13C were analyzed in terms of mixing of two compo-
nents of different isotopic compositions, and the seasonal component was found to have 
δ13C consistent with biological exchange. This relationship was strongest in the middle 
to high latitudes of the northern hemisphere, with some of the seasonal variation in CO2 
concentration in the tropics and southern hemisphere probably not due to biological activ-
ity. Since δ13C is very little affected when CO2 is exchanged between the air and the 
ocean, seasonal air-sea exchange was hypothesized to cause much of the seasonal behav-
ior in those regions. A weak seasonal cycle in δ13C in Antarctica was documented, with 
the most negative values in the austral spring, suggesting that the seasonal variations in 
CO2 concentration at high southern latitudes were driven by the seasonal southern bio-
sphere rather than representing transport of the northern hemisphere signal. The increas-
ing amplitude of the seasonal cycle was confirmed, but was found to have stabilized 
since reaching a maximum in the early 1980’s.

After subtracting the seasonal cycle from the station data, meridional profiles were 
constructed for each year for which data were available (see Fig. 2.1). A peak in concen-



41 

Section 2.3  Observational Monitoring of Atmospheric CO2 Concentration

tration in the tropics was superimposed upon the general north-south gradient in every 
year, but this peak was not present in the isotope profiles except in 1983. The concentra-
tion profiles increased smoothly by about 1.5 ppm yr-1, presumably due to emissions 
from fossil fuel combustion, but the δ13C profiles show nearly constant values from 
1981 to 1983 except for the aforementioned anomaly in the tropics in 1983. After 1983, 
concentrations and δ13C rose synchronously again. The authors attributed these anoma-
lies in δ13C to perturbations of the global carbon cycle associated with the strong El 
Niño event in 1982-83. The interannual variability in the rate of decrease of δ13C was 
greater than could be accounted for by variable consumption of fossil fuels, and strongly 
suggested a large release of carbon from the tropical terrestrial biosphere. The seasonal 
cycle and fossil fuel contributions were subtracted from the CO2 concentration records, 
and the resulting time series of “anomaly” CO2 were compared to the southern oscilla-
tion index. Peaks in anomaly CO2 at Mauna Loa were found to correlate very well with 
weak Indian summer monsoons during or immediately after the onset of every El Niño 
warm event since 1957. Based on the isotope results, the authors attributed the anoma-
lous fluxes of CO2 to reduced photosynthetic activity in southeast Asia during weak sum-
mer monsoons. In the 1982-83 El Niño, however, the magnitude of the concentration in 
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FIGURE  2.1: Meridional profiles of concentration and stable isotope ratio of atmospheric CO2, 
1978 through 1986 (Keeling et al., 1989a).
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crease was not consistent with the change in δ13C, and suggested reduced CO2 flux out 
of the tropical ocean at the same time. Oceanographic records indicate that equatorial up-
welling in the eastern Pacific was nearly shut down during this strong event, and that 
pCO2 in these surface waters was far below normal. The authors argued that the response 
of the global carbon cycle to the 1982-83 El Niño involved large opposing perturbations 
– reduced photosynthetic uptake in drought-stricken Asia, partly compensated by a re-
duced flux out of the tropical oceans. 

Although the combined time series of δ13C and CO2 provides tantalizing clues about 
large compensating effects in the marine and terrestrial components of the carbon cycle, 
other authors have not drawn these conclusions (Francey, 1985; Francey et al., 1990; P. 
Tans, personal communication). Because the interannual differences in δ13C are close to 
the overall measurement precision of the data (Francey (1985) reports a standard devia-
tion between paired flasks of 0.04 per mil, while the secular trend is only -0.025 per mil 
yr-1), it is difficult to establish the El Niño “signal” from the measurement “noise.” 

Meridional profiles of seasonally-adjusted CO2 concentrations from 1962, 1968, 
1980, and 1984 (see Fig. 2.2) indicated that the interhemispheric gradient has changed 
significantly over the period, with CO2 slowly “piling up” in the middle to high latitudes 
of the northern hemisphere. The 1962 profile had a maximum concentration in the trop-
ics, with a only a secondary maximum at higher latitudes. The north-pole-to-south-pole 
difference in concentration at that time was only about 1 ppm. By 1984, the pole-to-pole 
difference was about 3 ppm, and the tropical maximum was almost masked by the steep 
interhemispheric gradient. The authors suggest that the increase in the gradient reflects a 
larger “airborne fraction” of industrial CO2 in the north than the south, and that such an 
effect is to be expected whenever the emissions of fossil fuel CO2 are accelerating. The 
acceleration in emissions has subsided significantly since the mid-1970’s due to econom-
ic factors, which the authors note is consistent with the fact that the interhemispheric con-
centration difference changed most dramatically between 1962 and 1984, and seemed to 
be leveling off in the 1980’s. Using historical estimates of the rate of fossil fuel emis-
sions, the interhemispheric gradient was extrapolated backward in time, and it was calcu-
lated that the preindustrial gradient consisted of southern hemisphere concentrations 
about 0.8 ppm higher than northern hemisphere concentrations. The authors used a three-
dimensional tracer model (see section 2.4.2.5) to investigate possible reasons for this re-
verse gradient, and concluded that it was due to interhemispheric transport by the deep 
water of the Atlantic Ocean.
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2.4 Modeling the Atmospheric Transport of CO2

Easily available, frequent measurements of CO2 around the world and improvements 
in atmospheric transport models during the 1980’s allowed the carbon budget to be stud-
ied by an “inverse” approach in which observations were combined with simulated trans-
port to deduce surface fluxes. This approach was employed by a group at the 
Commonwealth Scientific and Industrial Research Organization (CSIRO) in Australia 
(Hyson et al., 1980; Pearman and Hyson, 1980; Pearman et al., 1983; Pearman and Hys-
on, 1986) using a two-dimensional model. A three-dimensional tracer model was devel-
oped at NASA GISS (Fung et al., 1983; Fung, 1986; Heimann et al., 1986; Fung et al., 
1987; TFT90), using wind fields produced by a GCM. Another group at CSIRO (Enting, 
1985; Enting and Pearman, 1987; Enting and Mansbridge, 1989; Enting and Mansbridge, 

FIGURE  2.2: Meridional profiles of seasonally-adjusted CO2 concentration in 1962, 
1968, and 1984 (Keeling et al., 1989a).
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1991) formalized the concept of the inverse calculation, calculating the surface fluxes of 
CO2 directly from the observational data. A fourth group, at the University of Califor-
nia’s Scripps Institute of Oceanography (SIO) (Keeling et al., 1989a; Heimann and Keel-
ing, 1989; Heimann et al., 1989; Keeling et al., 1989b) used a three-dimensional 
transport model derived from observed wind fields to deduce features of the global car-
bon cycle from observations. This section outlines the development of each of these mod-
els, and briefly summarizes the results obtained by each. 

The concept of interhemispheric exchange time is used in most of the modeling stud-
ies of atmospheric transport of CO2 reviewed in this section, and to compare the rates of 
meridional mixing of tracers between different models. Unfortunately, this quantity is de-
fined and calculated differently by different authors. Section 2.4.3 compares some of the 
definitions, values, and methods of calculation of this parameter found in the papers re-
viewed in sections 2.4.1 and 2.4.2.

2.4.1 Two-Dimensional Modeling 

2.4.1.1 The CSIRO Model

A two-dimensional (latitude and height) transport model developed at the CSIRO (Hy-
son et al., 1980) divided the atmosphere into 20 equal-area columns from pole to pole, 
with each column subdivided in the vertical into eight layers (four in the troposphere and 
four more in the stratosphere). Transport simulated by the model involved advection by 
monthly mean winds and diffusion. Meridional winds were derived from observational 
analyses, adjusted to produce no vertically-integrated mass transport across latitude cir-
cles. Data on mean meridional winds were not available south of 10°S latitude, so south-
ern hemisphere monthly mean winds were prescribed from northern hemisphere data 
shifted by six months. Mean vertical winds were derived from the meridional winds by 
continuity. Diffusion coefficients in both dimensions were prescribed from earlier stud-
ies, but initial simulations of the meridional profiles of chlorofluorocarbons (CFCs) using 
economic data for CFC emissions resulted in interhemispheric gradients which were too 
strong. The meridional diffusion coefficients were then increased in the equatorial zones 
by a factor of four to five, and by lesser amounts at higher latitudes in both hemispheres. 
The model was then able to simulate the observed meridional distribution of CFC concen-
tration at the Earth’s surface to an acceptable degree of accuracy. The simulated inter-
hemispheric exchange time was about 0.75 years, in rough agreement with the 1 year 
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exchange time obtained by an earlier study (Czeplak and Junge, 1974; see section 2.4.3 
for a discussion of interhemispheric exchange times).

This model was applied to the study of the seasonal exchange of CO2 between the at-
mosphere and the terrestrial biota by Pearman and Hyson (1980). They forced the model 
with surface fluxes of CO2 derived from Lieth’s (1965) estimates of zonal mean net eco-
system production (see section 1.3.3) as reported by Machta (1974). These estimates 
were defined for six broad latitude belts for each month of the year. No surface fluxes 
due to fossil fuel emissions or exchange with the surface ocean were included in this 
study, so only seasonal variations were simulated. Initial simulations of the seasonal cy-
cle did not reproduce the observed amplitude and phase of CO2 concentrations, so the 
surface flux distributions were adjusted and another simulation was performed. This pro-
cedure was repeated iteratively until a satisfactory match with the observed seasonal cy-
cle was obtained. The best agreement with observations was for surface flux 
distributions which were unreasonable (the growing season in the high latitudes had to 
start earlier than at lower latitudes). The authors attributed this problem to either another 
source or sink (e.g., seasonal exchange with the ocean surface) or to a failure of the sur-
face observations to be zonally representative. The model also produced an accumulation 
of CO2 in the southern hemisphere due to seasonal properties of the simulated Hadley cir-
culation, which is not unreasonable given that there were no emissions from fossil fuel in 
the simulation. The simulated damping of the seasonal oscillation with height and the 
seasonal cycle of δ13C agreed fairly well with contemporary observations.

The two-dimensional CSIRO model was used by Pearman et al. (1983) to investigate 
exchanges of CO2 between the atmosphere, ocean, and terrestrial biosphere. Surface flux-
es of CO2 at the ocean surface were calculated using a bulk aerodynamic formula from 
published estimates of pCO2. The calculated fluxes were temperature dependent, both in 
terms of the solubility of CO2 and the air-to-sea transfer coefficient, so the air-sea fluxes 
varied seasonally. The meridional profile of wind speeds used in the aerodynamic formu-
la was based on observations, but was adjusted to agree with published estimates of oce-
anic uptake of bomb-produced 14C. Exchanges of CO2 between the atmosphere and the 
seasonal biosphere as derived by Pearman and Hyson (1980) were adjusted to compen-
sate for the “extra” seasonality introduced by the seasonal component of the ocean ex-
change. The meridional distribution of fossil fuel emissions was prescribed from 
economic data. 
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Global oceanic uptake was calculated to be about 3.1 Gt C yr-1 in 1980, with the trop-
ical oceans releasing about 1.3 Gt C yr-1 and the high latitude oceans absorbing 4.4 
Gt C yr-1. The simulated North Pole-to-South Pole gradient in atmospheric CO2 concen-
tration increased from -1 ppm in preindustrial times to about 5 ppm in 1980. The authors 
stated that this value was reasonable given the “provisional” observations then available, 
but later studies (e.g., Komhyr et al., 1985; Pearman and Hyson, 1986; Conway et al., 
1988; Keeling et al., 1989a) have shown that the actual pole-to-pole gradient is currently 
closer to 3 ppm, so their simulated gradient was too strong. They investigated various 
scenarios of equatorial carbon sources (such as tropical deforestation) combined with 
ocean or terrestrial sinks, and compared the resulting meridional CO2 profiles with obser-
vations. They concluded that tropical deforestation could not amount to more than about 
2 Gt C yr-1 flux into the atmosphere. 

Pearman and Hyson (1986) used the CSIRO model to simulate the seasonal cycle of 
the zonal means of both the concentration and isotopic composition of CO2, and study 
the relative contributions of the ocean and terrestrial biosphere to the global carbon bud-
get. Air-sea exchanges of carbon were prescribed in the same way as used by Pearman et 
al. (1983), but (minor) isotopic fractionation was calculated according to published frac-
tionation constants for air-sea exchange. The changing isotopic composition of the 
ocean’s mixed layer was calculated according to the air-to-sea fluxes as described above 
and parameterized diffusion into the deep ocean. Fossil fuel emissions were prescribed 
as in the earlier study by Pearman et al. (1983), with time-varying δ13C specified from 
published estimates. 

This study used a much more complicated scheme to represent the terrestrial bio-
sphere than that used in the earlier work of the CSIRO group. This was necessary in order 
to calculate the isotopic fractionation associated with photosynthesis and respiration (see 
section 1.6). A 1° by 1° map of the world’s vegetation (Matthews, 1983) was used to de-
rive a meridional profile of fractional composition of each biome in the zonal mean vege-
tation cover at the coarse latitudinal grid of the model. Within each biome, published 
estimates of total biomass were divided into three carbon reservoirs. A “fast” carbon 
pool representing non-woody vegetation was assumed to have a residence time for car-
bon assimilated by gross primary productivity (GPP, see section 1.3.3 for a discussion of 
the differences between GPP, NPP, and NEP) of 2.6 yr. An intermediate reservoir repre-
sented woody parts of trees, with a residence time of 25 yr, and a “slow” pool represent-
ed soil carbon with a residence time of 100 yr. The GPP was assumed to be twice the net 
primary productivity (NPP), following an ecological rule of thumb, with annual NPP pre-
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scribed for each biome from published estimates. Seasonal variations of the NPP were 
prescribed to follow a simple function of climatological monthly mean temperatures at 
each latitude. The total respiration flux of CO2 to the atmosphere was then set to be that 
required to match observations, by repeated runs of the model and iterative adjustments 
to the respiration. The contribution of each of the reservoirs described above to the total 
respiratory flux was distributed as required to give the residence times listed. Isotopic 
fractionation during photosynthesis (GPP) was calculated using published estimates, and 
the δ13C of CO2 released from each terrestrial carbon pool during respiration was calcu-
lated by keeping track of changes in the isotopic composition of each pool at each lati-
tude through time.

The simulated amplitude and phase of the seasonal cycle of concentration and isoto-
pic composition of atmospheric CO2 agreed well with observations, including the attenua-
tion of the oscillation with altitude. These authors concluded that the seasonal cycle in 
CO2 concentration generated by the terrestrial biosphere in the northern hemisphere was 
transported southwards, but that the weaker cycle (of opposite phase) generated in the 
southern midlatitudes damps the oscillation in the southern tropics. The weak cycle ob-
served (and simulated by their model) at high latitudes of the southern hemisphere is in 
phase with biological activity in the southern hemisphere, probably reflecting this more 
local influence. Analysis of the observed and simulated isotopic variations, showed that 
the seasonal cycle in the northern hemisphere reflected the net effect of opposing ex-
changes with the terrestrial biota and the ocean. During the growing season, when photo-
synthetic uptake is greatest, the warmer surface ocean takes up less atmospheric CO2, 
and the opposite occurs during the winter. The anomalies in simulated δ13C were quite 
small due to the “dilution” of the isotopically fractionated CO2 into the large pools of ter-
restrial and marine carbon. The authors suggest that the current observational network 
does not establish geographic and temporal variations of δ13C with sufficient precision 
for meaningful conclusions to be drawn based strictly on observations. 

As in the earlier simulations by Pearman et al. (1983), the mean annual Arctic-to-
Antarctic difference in CO2 concentration was about 5 ppm, as compared to the observed 
difference of about 3 ppm. Although the authors used more recent data which showed 
their gradient to be too strong, they questioned the observational data rather than the sim-
ulation. They performed experiments in which a tropical CO2 source (such as deforesta-
tion) was added, coupled with a sink of the same magnitude to balance the budget. 
Ocean sinks were prescribed by uniformly reducing the pCO2 of the mixed layer every-
where, and these experiments only made the excess pole-to-pole concentration difference 
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worse. When the tropical source was balanced by a sink in the temperate forests of the 
northern hemisphere, the interhemispheric gradient improved, with the best fit to obser-
vations in an experiment with a 2 Gt C yr-1 tropical source balanced by the terrestrial 
midlatitude sink. Larger tropical sources led to tropical maxima in CO2 concentration, 
which are not observed. The observational isotopic data available at that time were not 
sufficiently precise to determine the validity of the coupled tropical source - midlatitude 
sink scenarios.

2.4.1.2 Modeling Surface CO2 Fluxes by Constrained Inversion

In the studies discussed in sections 2.4.1 and 2.4.2, the problem of simulating the at-
mospheric CO2 concentration field was approached by making certain assumptions about 
the surface fluxes and then integrating the model to see if the results were in reasonable 
agreement with observations. This “forward” approach was then used again with im-
proved estimates of the surface fluxes after careful analysis of the results, and so forth. 
Another approach, pioneered by Enting (1985) and his colleagues at CSIRO is a “back-
ward” approach in which surface fluxes or other carbon cycle parameters are deduced di-
rectly from the observational data on CO2, using inverse modeling by linear 
programming methods.

Enting and Pearman (1987) used the constrained inversion technique to calibrate a 
one-dimensional box model of the global carbon cycle which included fossil fuel emis-
sions and exchanges between the atmosphere and both the ocean and the biosphere. The 
observational record of CO2 concentration and stable isotopic composition over the past 
two centuries (as derived from the ice core data) was used to constrain the inversion. 
Their results suggested that the global biosphere was a net sink of about 1 Gt C yr-1 in 
1980. Enting and Mansbridge (1989) performed a similar calculation using a two-dimen-
sional atmospheric transport model based on eddy diffusion coefficients derived from the 
GFDL GCM by Plumb and Mahlman (1987). This study confirmed their earlier one-di-
mensional results regarding a significant net sink in the northern hemisphere midlati-
tudes which they attributed to net accumulation of carbon in the terrestrial biosphere. 
This sink more than compensated for a seasonal source in the tropics which probably rep-
resents tropical deforestation and associated biomass burning. Southern hemisphere 
ocean uptake of atmospheric CO2 was found to be quite seasonal, and was most intense 
in the middle rather than high latitudes.



49 

Section 2.4  Modeling the Atmospheric Transport of CO2

Using a similar model and technique to that of Enting and Mansbridge (1989), Tans 
et al. (1989) independently inverted the observational data to calculate the latitudinal dis-
tribution of sources and sinks. They deduced a net sink of about 3 Gt C yr-1 between 30° 
N and 65° N, but argued that longitudinal variability in the observational data precludes 
reliable estimates of such a sink by inversion with a zonally uniform (two-dimensional) 
model.

2.4.2 Three-Dimensional Modeling 

Fung et al. (1983) developed a three-dimensional atmospheric tracer model to study 
the atmospheric transport of CO2, and the seasonal surface fluxes associated with the ter-
restrial biota. The model used as input the wind field and convective mass exchanges pro-
duced by the GISS GCM (Model II of Hansen et al., 1983). Mean winds were saved 
every eight hours for an annual cycle simulation, and convective mass fluxes between 
each pair of layers were saved as monthly means. Both the GCM and the tracer model 
were integrated on a very coarse 8° × 10° global grid, with nine layers in the vertical 
(two in the stratosphere and seven in the troposphere). The tracer model calculated the 
change in tracer (CO2) concentration at each eight-hour time step due to advection, con-
vection, and surface fluxes. Advective changes were calculated by a highly conservative 
finite differencing scheme (Russell and Lerner, 1981), from winds generated by the “par-
ent” GCM which used second-order finite differencing. No subgrid-scale diffusion was 
included in the tracer model.

Convection in the GISS GCM II was represented on a one-hour time step by assuming 
a gaussian distribution for subgrid-scale variations in temperatures based on extrapola-
tion from the large-scale temperature gradient (Hansen et al., 1983). Cumulus convection 
was then assumed to occur, originating in any model layer which was statically unstable, 
with a parcel penetrating upward until it reached a layer with respect to which it was sta-
ble. The rising parcels were assumed to retain the properties of the layer in which they 
originated, that is, entrainment was assumed not to occur during convective ascent. Frac-
tional areas of each grid column transporting mass from each layer to each higher layer 
in this manner were calculated from the subgrid-scale temperature variance. The model 
then calculated the downward mass flux between each pair of layers due to compensat-
ing subsidence, and the net transfer of mass between each pair of layers in each grid col-
umn was saved in a 9×9 matrix. This process was repeated for clouds originating in each 
model layer and terminating in each higher model layer, so that a total of thirty-six 9×9 
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mass flux matrices were computed for each time step at each grid column. The product 
of these 36 matrices, representing the total mass flux from each layer to each other layer 
due to all convective overturning, was saved onto history tapes as monthly means for 
each month of the annual cycle simulation. These monthly mean convective mass fluxes 
were used to drive the off-line tracer model.

Fung et al. (1983) noted that the simulated transport of CO2 in their tracer model is 
subject to discrepancies in the parent GCM’s atmospheric transport processes. They point-
ed out that the Hadley circulation simulated by the GCM was too weak by about 10-20%, 
and that the Ferrel cell was too weak by about two-thirds. The simulated ITCZ in the 
model was too wide due to the coarse horizontal resolution, and is too far north in July. 
Synoptic-scale weather systems were not adequately resolved by the model. All of these 
deficiencies of the parent GCM would be expected to limit the meridional transport of 
CO2 in the tracer model.

2.4.2.1 Seasonal Exchange with the Terrestrial Biota

(Fung et al.,1983)

Three experiments were performed with the tracer model, using different representa-
tions of surface exchanges of carbon between the atmosphere and terrestrial ecosystems. 
The first used the seasonal exchange estimates of Lieth (1965), reported by Machta 
(1972) as was done by Pearman and Hyson (1980), but after performing an area-weight-
ed interpolation to the 8° × 10° grid of the tracer model. The second experiment used the 
revised surface fluxes of Pearman and Hyson (1980), which they produced by iteratively 
adjusting Machta’s (1972) estimates through repeated simulations to give the best agree-
ment with observations. These fluxes were distributed evenly over the land areas in lati-
tude zones after interpolating from the equal-area zones of Pearman and Hyson (1983). 
The third experiment used the 1° × 1° vegetation map of Matthews (1983) combined 
with published estimates of annual net primary productivity (NPP) for each biome to pro-
duce a global map of annual NPP at the 8° × 10° model grid. The biomass at each grid 
point was assumed to be at steady state, so that the annually-integrated net flux of CO2 at 
each location was zero. This constraint meant that the NPP assigned to each grid cell dur-
ing the growing season was exactly matched by a loss of carbon from the land surface 
due to respiration during the rest of the year. The positive and negative fluxes from each 
grid point were then distributed seasonally using estimates of seasonal uptake and re-
lease of biospheric CO2 constructed by Azevedo (1982). These were defined over broad 



51 

Section 2.4  Modeling the Atmospheric Transport of CO2

latitude zones: 10°N–40°N and 40°N–70°N, with more seasonal variation at the higher 
latitudes. Between 10°N and 10°S, uptake and release of carbon were assumed to exactly 
balance throughout the year, so that the surface flux of CO2 was always zero in the deep 
tropics. In the southern hemisphere, the northern hemisphere estimates of the seasonal 
uptake and release were used, shifted in phase by six months. 

After integrating the tracer model for 25 simulated months, the results for the final 
year were analyzed. The first two experiments were found to underestimate the ampli-
tude of the seasonal cycle of CO2 concentration at five observational sites. The third ex-
periment using the more recent biological productivity estimates matched the 
observations better, although the seasonal cycle was still too weak in some regions. The 
seasonal cycle was found to exhibit large variability within a latitude zone, with peak-to-
peak station amplitudes differing from the simulated zonal mean by as much as 5 ppm 
(35%) even in experiment 3 for which the simulation agreed well with the observations. 
The simulated seasonal amplitude over the oceans was less than half of that over the con-
tinents. The time scale for zonal mixing in the middle latitudes was found to be several 
times longer than the time scale for changes due to the surface fluxes, and that therefore 
zonal homogeneity of CO2 concentration would never occur.

Zonal means were calculated for concentration and for each of the processes which 
affect concentration (vertical and horizontal convergence by the mean flow and by ed-
dies, convection, and surface fluxes), and zonal mean balances were computed for the 
lower troposphere. Meridional eddy transport was found to dominate the CO2 balance in 
the middle latitudes throughout the year. This transport was diffusive, transporting CO2 
into the middle latitudes during the growing season and out of the middle latitudes dur-
ing times of large respirations fluxes. The down-gradient diffusive transport by the ed-
dies opposed the biological exchange so that changes in CO2 in the midlatitudes were 
never more than about half of what would be expected based on the area-integrated sur-
face flux. Mean meridional transport of CO2 was inhibited by the ITCZ, which proved to 
be an effective barrier against interhemispheric exchange. Convection was important in 
determining the overall CO2 balance only in the tropics, but horizontal convergence was 
always greater than vertical convergence. The simulated transport exerted sufficient influ-
ence on the simulated concentration field that the authors suggested that interannual vari-
ability in measured CO2 could be the result of interannual variability in atmospheric 
circulation. They acknowledged that the failure of the model to reproduce the seasonal 
cycle at some of the sampling sites could have resulted either from model deficiencies or 
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from surface fluxes associated with seasonal changes in the ocean, which were not repre-
sented in their model.

2.4.2.2 Seasonal and Interannual Influence of the Air-Sea Exchange

(Fung, 1986)

Using the same tracer model described above, Fung (1986) simulated the influence 
of seasonal changes in the pCO2 of the surface ocean on the amplitude and phase of the 
seasonal cycle. Seasonally-varying surface exchanges of CO2 were prescribed as input to 
the tracer model by calculating pCO2 in the ocean mixed layer using monthly mean clima-
tological SSTs from literature values. No other surface fluxes were included in this simu-
lation. The oceanic pCO2 values varied by as much as 100 ppm in the northern 
midlatitudes where SST seasonality is greatest. The simulated seasonal cycle of atmo-
spheric CO2 was about 3 ppm in these regions, and less elsewhere. In the southern hemi-
sphere, however, the amplitude of the seasonal oscillation produced by the SST effect 
alone was about as large as that produced by the seasonal exchange with the terrestrial 
biosphere as simulated by Fung et al. (1983). In the northern hemisphere, the seasonal 
cycle produced by SST variations was out of phase with those produced by biological ac-
tivity in the earlier study, resulting in a slightly reduced amplitude but little shift in phase 
when both effects were combined. 

Fung (1986) also investigated the potential effects of anomalous atmospheric circula-
tions produced by changes in SSTs in a warm El Niño event on the seasonal and geo-
graphic distribution of CO2. The tracer model was run with the same surface fluxes 
derived by Fung et al. (1983) using the seasonal variations constructed by Azevedo 
(1982), but with atmospheric winds and convection produced by running the GISS GCM 
with SSTs adjusted according to observations of Rasmussen and Carpenter (1982) for a 
“composite” El Niño warm event. This represented the transport of CO2 during an El 
Niño year, and the results were compared to those for experiment three of Fung et al. 
(1983). Changes in the amplitude and phase of the seasonal cycle of CO2 due to the 
anomalous atmospheric transport were minor, representing about 10-20% of the ampli-
tude of the cycle. The changes were due to advection of CO2 into or out of a given region 
by the anomalous winds, and were of a magnitude consistent with interannual variability 
reported at observing stations.
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2.4.2.3 Seasonal and Meridional Patterns of Atmospheric Transport

(Heimann et al.,1986)

Heimann et al. (1986) used the GISS tracer model to explore contributions of the ter-
restrial exchange, ocean surface fluxes, industrial emissions, and atmospheric transport 
to the seasonality and meridional gradients of atmospheric CO2 concentration. In this 
study, the tracer model was run four times with different sets of surface fluxes represent-
ing four distinct surface exchange processes. The results of the four simulations were an-
alyzed separately to study the effects of each process, and then combined to study the 
annual mean distribution of total CO2. The four surface processes represented were the 
terrestrial biosphere, fossil fuel emissions, and preindustrial air-sea exchange, which was 
divided into annual mean and seasonally varying components. Surface fluxes due to bio-
logical exchange were prescribed as in experiment three of Fung et al. (1983), with the 
exception that the simple step-function behavior of the seasonal phasing of uptake and re-
lease was smoothed, using one annual harmonic in the low latitudes and two in the high-
er latitudes. Emissions from fossil fuel combustion, with a global total of 5.29 Gt C yr-1, 
were prescribed from published economic data. A steady sink of 1.76 Gt C yr-1 was dis-
tributed uniformly over the global ocean in the fossil fuel simulation, so that the annual 
increase of this tracer in the model was 3.53 Gt C yr-1. 

The annual mean component of air-sea exchange (essentially a function of the verti-
cal motion field of the ocean, see section 1.4.2) was calculated by a bulk aerodynamic 
formula driven by differences in the amount of dissolved CO2 in the ocean mixed layer. 
Using sparsely distributed shipboard measurements from the literature, the authors con-
structed a crude map of the stationary difference in pCO2 between the ocean and atmo-
sphere to drive this flux. They assumed that the net global total of this flux was zero, and 
so prescribed uniform net sinks at the ocean surfaces poleward of 16° latitude in both 
hemispheres to match the net sources due to equatorial upwelling. The tracer experi-
ments suggested that interhemispheric exchange by the model atmosphere was insuffi-
cient to account for the observed meridional CO2 distribution, so a net interhemispheric 
transport by the deep ocean was added to the annual mean ocean fluxes. This was accom-
plished by adding a sink of 1.2 Gt C yr-1 in the Atlantic north of 24°N and a source of 
the same magnitude in the southern ocean to the distribution described above. Seasonal 
variations in the air-sea exchange were assumed to be driven by changes in the solubility 
of CO2 in the surface ocean (a function of temperature and biological activity in the 
ocean mixed layer). Sources and sinks in this tracer run were prescribed according to cli-
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matological SSTs, with the dependence of pCO2 on temperature reduced in high latitudes 
where decreased biological activity in winter partly cancels the effect of lower SSTs. Fur-
ther adjustments were applied in the tropical upwelling areas where substantial changes 
in the total amount of dissolved carbon in the water accompany seasonal changes in 
SSTs (see section 1.4.2). 

 These authors found that a seasonal signal was present in the tracer concentrations at 
the surface even in the simulations in which sources and sinks were constant in time (the 
annual mean ocean flux and fossil fuel emission runs). The seasonality in these terms 
was due to the time-dependent transport in the atmosphere. The inclusion of these “sta-
tionary” sources in the total CO2 (calculated as the sum of the tracers in the four simula-
tions) resulted in a better fit of the seasonal cycle to observations than the seasonal 
surface fluxes alone. This was especially true in the monsoon regions where the atmo-
spheric transport has a strong seasonal component. Conversely, the seasonal biospheric 
source led to a mean annual concentration field which was not geographically uniform 
even though the surface fluxes integrated to zero at all grid points over the course of a 
year. This was also due to correlations of concentration and circulation anomalies during 
the year. Since the flow in the lower branch of the Hadley cell is always more intense in 
the winter hemisphere, for example, and the prescribed seasonal uptake of CO2 was great-
est in the summer hemisphere, the Hadley circulation caused CO2 to “pile up” in the trop-
ics. Also, because convective activity is more intense over the continents in summer than 
in winter, the wintertime respiration flux was less diluted in the vertical than the summer 
uptake, leading to low-level concentration maxima over the boreal regions. 

In the annual mean, the total simulated CO2 showed a pole-to-pole concentration gra-
dient of about 7 ppm, more than twice that observed. This was attributed by the authors 
to result from underdeveloped interhemispheric mixing in the GISS tracer model. The in-
terhemispheric exchange time determined in this study was 1.87 years, which is nearly 
twice as long as most other estimates for this parameter (see section 2.4.3).

2.4.2.4 Simulation of the Biological Exchange Using Remotely Sensed 

Vegetation Data: (Fung et al., 1987)

One of the major shortcomings of the modeling studies discussed in this section was 
that the very large seasonal surface fluxes of CO2 associated with terrestrial photosynthe-
sis and respiration were parameterized by overly simplistic functions of latitude. Al-
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though field measurements of NPP are relatively uniform within biomes, the seasonal 
variations depend strongly on regional and local factors such as availability of nutrients 
and moisture, soil properties, and land use history. Developments in remote sensing in 
the 1980’s allowed a more objective analysis of these processes on the global scale. 

It had long been recognized (e.g., Monteith, 1972) that as a direct consequence of ra-
diative interactions during photosynthesis, growing plants preferentially absorb radiation 
in the visible range of the spectrum as compared to the near-infrared range. This property 
was used (e.g., Colwell, 1974; Richardson and Wiegand, 1977; Tucker, 1979) to infer in-
formation about the state of plant canopies from differences in their spectral reflectance. 
To standardize the radiative response of plant canopies over many species, the normal-
ized difference vegetation index (NDVI) was defined by Tucker (1980) as , 
where INIR is the reflected irradiance in the near infrared wavelengths (0.7 to 1.1 µm) 
and IVIS is the irradiance in the visible wavelengths (0.4 to 0.7 µm). This index has been 
shown by Sellers (1985) to vary linearly with the absorbed fraction of incident photosyn-
thetically-active radiation over the diurnal cycle in many biomes, and therefore to pro-
vide a direct measurement of photosynthetic capacity. Tucker et al. (1986) computed 
NDVI from data collected by the advanced very high resolution radiometer (AVHRR) 
aboard the NOAA-7 weather satellite, and showed that this parameter was an excellent 
predictor of month-to-month drawdown of atmospheric CO2. A linear relationship was 
found between monthly zonal means of detrended atmospheric CO2 concentrations and 
the zonal mean NDVI, although in some cases the relationship was strongest when a lag 
was applied to account for atmospheric transport.

The relationship derived by Tucker et al. (1986) between NDVI and photosynthetic 
drawdown of CO2 was used by Fung et al. (1987) to simulate the seasonal exchange of 
atmospheric CO2 with the global biosphere in the GISS tracer model, updated to run on a 
finer 4°×5° grid. They calculated NDVI from daily data collected by the AVHRR at 4 km 
spacing, and selected the maximum value of the NDVI for each grid point for each week, 
to correct for the effects of sun angle, viewing angle, clouds, atmospheric aerosols, and 
path length, all of which reduce the NDVI. The weekly values were then aggregated to 
form monthly means on the 4°×5° global grid used for the tracer model.

Uptake of CO2 by the terrestrial biota was then specified as follows. The total annual 
uptake of CO2 by terrestrial ecosystems was specified on a 1°×1° global grid from the 
vegetation map of Matthews (1983) and published values of NPP for 32 different vegeta-
tion types. The biosphere was assumed to be in steady state (i.e. no net change in total 

INIR IVIS–
INIR IVIS+
-------------------------
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carbon storage over a period of one year), so the annual totals of both the photosynthetic 
flux and the respiration flux were set equal to the NPP. The phase of the seasonally-vary-
ing uptake of atmospheric CO2 was calculated from the monthly mean NDVI maps by as-
suming that above a lower “threshold” value, photosynthetic activity was a simple 
function of the NDVI. Both a linear function 

(2.1)

and a simple exponential function 

(2.2)

were tried, where VC indicates a “critical value” below which photosynthetic activity 
does not occur. The values of VC were specified from wintertime NDVI observations, 
and the coefficient a in (2.2) was simply set to 1/VC. For each month, the carbon uptake 
was prescribed as the value of the function f1 or f2 times the area-weighted NPP for the 
4°×5° model grid cell, divided by the annual integral of the NDVI function.

The seasonal phase of carbon release due to respiration and decomposition was speci-
fied as a linear function of climatological mean temperature. These functions were de-
rived empirically by linear regression for four broad groups of ecosystems from 
published data on CO2 fluxes, based on field studies. The four functions were then ap-
plied to the 4°×5° area-weighted NPP map in the same manner as the uptake functions f1 
and f2, so that the total annual uptake and release of carbon from the terrestrial surface 
was zero at all grid points. Net surface flux of CO2 from the land to the atmosphere was 
defined at each grid point to be the respiratory release minus the photosynthetic uptake.

The tracer model was integrated for 25 months with each CO2 uptake function f1 and 
f2, using the winds and convection generated by the GISS Model II. The amplitude of the 
simulated seasonal cycle of atmospheric CO2 was less than observed in the run with car-
bon uptake specified by (2.1), but was within 1 ppm of the observed amplitude in the run 
using (2.2). The simulated amplitude decreased with height as observed and as simulated 
by the previous studies of Fung et al. (1983), Fung (1986) and Heimann et al. (1986). 
The seasonal cycle in the middle and upper troposphere of the southern hemisphere re-

f1 t NDVI,( ) NDVI VC , NDVI VC>( )–=
f1 t NDVI,( ) 0 , NDVI VC<( )=

f2 t NDVI,( ) exp a NDVI VC–( )[ ] , NDVI VC>( )=
f2 t NDVI,( ) 0 , NDVI VC<( )=
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flected transport of the seasonal anomalies from the north in the upper branch of the Had-
ley circulation. Longitudinal variations of simulated CO2 concentration near the surface 
led these authors to suggest that attempts to deduce the surface fluxes from observations 
using two-dimensional models would always underestimate the fluxes because of the as-
sumption of zonal homogeneity.

2.4.2.5 Use of the Tracer Model Driven by Observed Winds

(Heimann and Keeling, 1989; Heimann et al., 1989; Keeling et al., 1989)

As part of an exhaustive study of the carbon cycle from both observational and mod-
eling perspectives, Heimann and Keeling (1989) simulated the transport of atmospheric 
CO2 with the GISS tracer model driven by observed winds rather than GCM output. Some 
of the surface fluxes were prescribed by new methods, and both the concentration and 
isotopic composition of CO2 were simulated. The observational data used in this study 
are described by Keeling et al. (1989a) (see the discussion on page 40). Simulation of 
the seasonal cycle is discussed by Heimann et al. (1989), and simulation of the annual 
mean carbon cycle and its interannual variability is discussed by Keeling et al. (1989b).

Because of the slow interhemispheric exchange simulated by the GISS tracer model 
as noted by Heimann et al. (1986), the model was modified by Heimann and Keeling 
(1989) to use observed winds compiled during the Global Weather Experiment (Decem-
ber 1978 through November 1979) and processed by the four-dimensional data assimila-
tion system at the European Center for Medium-Range Weather Forecasting (ECMWF). 
The coarse resolution version of the GISS tracer model was used, with a horizontal grid 
of about 8°×10° and nine layers. Winds were averaged from the ECMWF grid to the trac-
er model grid, and then adjusted to assure mass conservation according to the surface 
pressure tendency from the ECMWF data. Winds were specified from the ECMWF data 
every twelve hours, and the model used a four-hour computational time step. The verti-
cal mixing of CO2 by cumulus convection was still calculated from the monthly mean fre-
quencies of convection saved on GCM history tapes as in the earlier studies described 
above, which may have resulted in horizontal winds and vertical transports being incon-
sistent with one another, as noted by the authors. All convective frequencies from the 
GCM output were decreased by half because the simulated attenuation of the seasonal cy-
cle of CO2 concentration with height was weaker than observed. The new formulation 
had a Hadley circulation that was about 20 percent weaker than the original GISS tracer 
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model, but mean meridional transport by the Ferrel cells in midlatitudes was somewhat 
stronger. 

Tracer simulations of 85Kr and radon-222 (222Rn) were used to evaluate the meridion-
al and vertical transport, respectively, of the hybrid tracer model. In the case of 85Kr, the 
model was initialized with a globally uniform field corresponding to the global mean 
concentration for 1975, and then integrated for eight years, using estimates of the source 
distribution from a previous study. The simulated interhemispheric concentration differ-
ence at the end of the run was about 10 to 20 percent too high, and the interhemispheric 
exchange time (see section 2.4.3) of about 1.3 yr was longer than a previous estimate 
(Prather et al., 1987) of about 1.1 yr. Still, the interhemispheric mixing was more rapid 
than in the original tracer model which used the full GCM-simulated convective fluxes. 
The 85Kr experiment was repeated using convective mixing prescribed at just 25 percent 
of the GCM monthly mean values, and the exchange time was further reduced to 1.2 yr. 
The authors concluded that overly vigorous convective transport simulated in the tropics 
was the most significant barrier to interhemispheric transport. They reasoned that when 
simulated convection in the intertropical convergence zone (ITCZ) is too strong, inter-
hemispheric mixing is inhibited by air parcels from the lower levels returning into their 
hemisphere of origin in the upper branch of the Hadley cell.

Radon-222 is a fairly short-lived (order days) radioactive noble gas produced at the 
ground surface by the decay of naturally-occurring uranium in rocks. Its vertical distribu-
tion is therefore an indication of the degree of vertical mixing of the atmosphere over 
any given region. A uniform source of this gas was specified at the Earth’s surface in the 
tracer model, and the vertical profiles of concentration were then examined for summer 
and winter conditions over North America. A comparison of these results with limited 
field observations showed that the simulated concentration was close to that observed in 
the lower and middle troposphere, but was too high by a factor of three in the upper tro-
posphere, indicating that the simulated tracer transport by deep convection was still too 
vigorous. Based partly on the good agreement at the lower levels, the authors decided to 
use the half-strength vertical exchanges rather than complicate the model by introducing 
a height-dependent scaling for the convective fluxes.

Emissions of CO2 due to industrial combustion (FIND) were specified from seasonal-
ly-varying published maps. Surface fluxes due to biological activity were divided into 
four parts: seasonally-varying fluxes due to photosynthesis and respiration, and constant 
fluxes due to deforestation and CO2 “fertilization” (the “missing sink”). Similarly, ex-
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change of CO2 between the atmosphere and the ocean surface was divided into four 
parts: a seasonally-varying component driven by SST seasonality, and stationary fluxes 
due to equatorial upwelling (balanced by sinks in the midlatitude gyres) and north-to-
south transport of CO2 in deep water of the Atlantic Ocean. Fractionation of the stable 
carbon isotopes was calculated for each type of exchange. 

Photosynthetic uptake (FNPP) was calculated for each month from the same monthly 
maximum-value composited NDVI data used by Fung et al. (1987). Rather than simply 
using the NDVI to specify the phase of a previously-defined NPP as was done in that 
study, however, these authors attempted to calculate monthly mean uptake directly from 
climatological insolation data in combination with the vegetation index. The monthly 
mean NPP at each location was assumed represented as the climatological visible solar 
radiation for the month (using a simple cloud fraction estimate) times the fraction of the 
radiation intercepted by the plant canopy (derived from the NDVI) scaled by a global “ef-
ficiency” constant. No account was taken of different values of the efficiency parameter 
across different biomes. The grid-point values of NPP determined in this way were in 
rough agreement with but somewhat higher than those used by Fung et al. (1983, 1987), 
which were in turn derived from the map of Matthews (1983). Seasonal release of CO2 
from the land surface due to respiration and decomposition (FRES) was specified as a lin-
ear combination of a constant value and a simple exponential function of climatological 
surface temperature. The annual integral of FRES was forced to equal FNPP at each grid 
point. This left one free parameter (the ratio of the exponential term and the constant 
background flux), which was determined at each model grid point a posteriori from a 
least-squares fit of the simulated seasonal cycle to observations. Again, no variation of 
the form of this function according to vegetation type was attempted.

Surface fluxes due to deforestation (FDES, for “biosphere destruction”) were pre-
scribed according to the estimates of Houghton et al. (1987) from historical reconstruc-
tions of land use change. The magnitude of the flux in each of twelve regions was 
distributed according to the NPP estimates described above. The sink of CO2 due to “fer-
tilization” of the terrestrial biosphere (FFER) was prescribed according to the one-dimen-
sional box model derived by Keeling et al. (1989a) from the observational data (see 
section 2.3, page 40). The sink was distributed according to the annual total NPP as de-
scribed above. No seasonal variations were prescribed for either the deforestation source 
or the fertilization sink.
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Atmosphere-ocean exchange of CO2 was prescribed in much the same manner as was 
done by Heimann et al. (1986). The flux of CO2 across the air-sea interface was de-
scribed by a bulk aerodynamic formula, with an exchange coefficient derived empirically 
from the box-diffusion calculations of Siegenthaler (1983) for preindustrial 14C. A sea-
sonal component of air-sea exchange due to pCO2 variability (FTDE, for “time-dependent 
exchange”) was calculated according to climatological SST by carbonate equilibrium 
chemistry (see section 1.3). The dependence of pCO2 on temperature was reduced 
smoothly with increasing latitude (to zero poleward of 51°) due to the compensating ef-
fect of marine biota, which draw down dissolved CO2 during summer when the water is 
warmest and the light is greatest. The temperature dependence was also adjusted in the 
tropical upwelling regions because pCO2 is more closely related to vertical motion than 
SST there (see sections 1.4.1 and 1.4.2). Based on very sparse observational data from 
oceanographic cruises, annual mean pCO2 in the equatorial regions was used to construct 
a nonseasonal flux distribution (FEQU). Emissions of CO2 from the tropical oceans were 
assumed to exactly balance sinks in the midlatitude gyres poleward of about 16° latitude. 
In addition, a strong sink (FATL) was prescribed in the north Atlantic (north of 23.5°N) 
on the basis of a few observations and because the model-simulated interhemispheric 
concentration difference was too strong. This sink represented interhemispheric transport 
by North Atlantic deep water, and was exactly balanced by a source in the southern 
ocean (south of 39°S). Both stationary source-sink pairs (FEQU and FATL) were scaled by 
arbitrary constants which were determined a posteriori by least squares fits of the simula-
tion to observational data, as was done for the respiration fluxes. An additional globally-
uniform ocean sink (FUOS) was prescribed which represented the penetration of “pertur-
bation” CO2 (generated by anthropogenic activity – both fossil fuel combustion and land 
use changes). The global value of this flux was determined from the annual mean ob-
served concentrations using the one-dimensional box model of Keeling et al. (1989a, see 
section 2.3, page 40).

The effect of each of the nine types of surface fluxes on the stable isotopic composi-
tion of atmospheric CO2 was calculated by multiplying each flux by an isotope ratio ap-
propriate for the year 1980. Temperature-dependent fractionation associated with air-sea 
exchange of CO2 was determined by a separate simulation. 

It should be emphasized that the overall global carbon budget in this model was set a 
priori. In this budget FIND = 5.3 Gt C yr-1, using the data of Marland et al. (1985) and 
FDES = 1.8 Gt C yr-1 from the estimate of Houghton et al. (1987). The budget was bal-
anced by setting the CO2 fertilization and global ocean uptake sinks following the results 
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of Keeling et al. (1989a, see section 2.3, page 40). Using their one-dimensional box mod-
el constrained by observational concentration and isotope data and ice core deconvolu-
tion, FFER = -2.1 Gt C yr-1 and FUOS = 2.2 Gt C yr-1. The a posteriori adjustments to the 
three free parameters involved in FRES, FEQU, and FATL improved the simulated season-
al variations and meridional gradients, but had no effect on the global annual budget, 
since both FEQU and FATL have zero global integrals and FRES was balanced by FNPP. 
After finding the best values of the three free parameters in the model, a series of sensi-
tivity experiments were performed in which these parameters and other aspects of the 
model were changed, and the simulated distributions of CO2 and δ13C were again com-
pared to observations. 

Seasonal variations of the simulated CO2 were analyzed by Heimann et al. (1989). 
The amplitude of the seasonal cycle at four northern hemisphere stations was used to fit 
a best value for the respiration parameter, and the resulting simulated seasonal cycle of 
CO2 concentration at those four stations was extremely close to the observed cycle. Simu-
lated seasonal cycles at four other stations in the middle to high northern latitudes also 
showed good agreement with observations, even though these data were not used in the 
calibration. The simulated concentrations were less accurate at tropical stations, especial-
ly in the southern hemisphere. In the southern midlatitudes, the amplitude of the seasonal 
cycle was overestimated by as much as 100 percent, but the agreement was good at the 
South Pole. Seasonal variations in simulated isotopic composition were in good agree-
ment with limited observations, but like Pearman and Hyson (1986), the authors caution 
that current measurement programs fail to establish geographic and seasonal variability 
of this parameter with enough precision. In general, the simulated seasonal variations in 
CO2 concentration at all of the stations were in much better agreement with observations 
(especially in the higher harmonics) than in any previous modeling study of the global 
carbon cycle.

The simulated seasonal cycle was dominated by the signal from the terrestrial bio-
sphere, as expected, with the seasonal fluxes from the ocean surface generally acting to 
oppose the biological signal. Some contribution to the seasonality was present in the in-
dustrial emissions, because of the seasonal variations in atmospheric transport. This fea-
ture was considerably weaker than in the previous results of Heimann et al. (1986), 
presumably due to the use of the observed winds to drive this model as compared to the 
GISS GCM output used in the earlier study. The vertical structure of the amplitude and 
phase of the seasonal cycle were compared to regular sampling sites at mountainous loca-
tions and to the airplane sampling observations of Tanaka et al. (1987). The amplitude 
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was well represented at the mountain sites, with phase errors on the order of a few 
weeks. The aircraft observations were best simulated in the middle troposphere, with sig-
nificant errors in both amplitude and phase above about eight km and especially below 
two km. The authors attributed these errors to the problems with the simulated convec-
tive transports noted above, and the lack of an explicitly represented boundary layer in 
the model. Vertical structure in the zonal mean seasonal variations clearly illustrated the 
transport of the biological signal from the northern to southern hemispheres in the mid-
dle and upper levels of the model atmosphere.

Meridional gradients in the annual mean fields, and interannual variability of the sim-
ulated CO2 were analyzed by Keeling et al. (1989b). Both of the globally-balanced, sta-
tionary air-sea flux pairs (FEQU and FATL, see page 60) were adjusted to match the 
meridional gradients in the observed annual mean concentration data. After adjusting 
these parameters, the cross-equatorial flux in Atlantic deep water (FATL) was found to be 
1.1 Gt C yr-1, and the equatorial upwelling source (FEQU) was 2.0 Gt C yr-1 (recall that 
this source was exactly balanced by midlatitude sinks). The simulated meridional distri-
butions of concentration and stable isotope ratio (δ13C) produced with these adjusted 
fluxes (referred to by the authors as the “standard model”) compared very favorably to 
those observed. The interhemispheric exchange time (see section 2.4.3) of CO2 was 
found to be 1.37 yr – shorter than the exchange time of 1.86 yr when the same model 
was run with the GCM-simulated winds by Heimann et al. (1986), but still longer than 
the generally-accepted value of about 1 yr. The pole-to-pole difference in concentration 
was about 3 ppm, and the difference in δ13C was about 0.25 per mil. No adjustments in 
model parameters were made to improve the fit of the isotope simulations to observa-
tions, so these were regarded as independent checks of the validity of the flux adjust-
ments.

The standard model value of FEQU was combined with observed values of pCO2 from 
shipboard measurements in the tropical Pacific to calculate a value for the air-sea ex-
change coefficient. The value determined in this way was only 64 percent as large as the 
globally-uniform prescribed value calculated from 14C studies and used in the simula-
tion. This discrepancy was attributed to the lack of a wind speed dependence in the mod-
el formulation, and/or the poor representation of tropical convection. 

Sensitivity experiments strongly supported the authors’ contention that the interhemi-
spheric gradient in CO2 concentration is kept relatively small by a large sink in the north 
Atlantic, with associated interhemispheric transport in the deep ocean and balancing 
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source in the southern ocean. This sink (FATL) was replaced by a biospheric sink by add-
ing 1.1 Gt C yr-1 to FFER. Because of the strong influence isotopic fractionation associat-
ed with biological exchange, the meridional profile of δ13C simulated in this experiment 
was significantly less accurate than in the standard model. It was noted that the large air-
to-sea flux required in the north Atlantic can only be produced if very large transfer coef-
ficients or very small values of pCO2 are used in that region, and that existing data do not 
support such extreme values. The authors suggested that such a sink might be present in 
the higher latitudes of both the Atlantic and Pacific Oceans, but since available oceano-
graphic evidence in both regions was insufficient to establish such fluxes, they chose to 
model the Atlantic flux because of the known role of that region in deep water formation.

The sensitivity experiments were unable to provide much new information regarding 
the flux from tropical deforestation (FDES), because the location of this source in the 
deep tropics minimized its effect on the meridional profile of CO2 or δ13C. The large-
scale biospheric sink (FFER), on the other hand, had a large impact on the simulated pat-
terns of CO2 and δ13C, and attempts to replace this sink with increased ocean uptake led 
to significantly degraded agreement with observations, especially with respect to δ13C. 
In fact, increasing both FFER and FDES by a factor of two improved the simulated meridi-
onal profile of δ13C, and also reduced the required pCO2 deficit in the waters of the north 
Atlantic to a range more acceptable in light of oceanographic observations. The best fit 
to observations was obtained by applying a variable air-sea transfer coefficient driven by 
surface wind speed and also introducing subgrid-scale diffusion of CO2 to reduce the in-
terhemispheric exchange time (see section 2.4.3) to 1.1 yr.

2.4.3 “Interhemispheric Exchange Times”

As used in the discussion in the previous sections, the concept of interhemispheric ex-
change time, τ, is a measure of the rate at which a tracer with predominantly northern 
hemisphere sources is mixed by air motions into the southern hemisphere. Implicit in the 
concept is the idea that differences in the concentration of chemical tracers within a hemi-
sphere are less than differences in concentration between hemispheres, and that meridion-
al tracer transport can therefore be treated to a first approximation as a simple two-
component mixing problem. Such an approximation is motivated by the fact that the in-
tertropical convergence zone provides a significant barrier to interhemispheric transport 
of mass (Czeplak and Junge, 1974), although of course this “barrier” is not fixed with re-
spect to either time or place and so is rather “permeable.” The use of the simple two-box 
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conceptual model of tracer transport is attractive because τ provides a simple parameter 
by which tracer transport models of varying structure and complexity can be compared. 

Unfortunately, there has been some confusion in the literature about the precise defi-
nition (and meaning) of this simple parameter. Czeplak and Junge (1974) reviewed nine 
previous studies of interhemispheric exchange time of the atmosphere, ranging from 0.9 
yr to 4.4 yr. Most of these studies involved estimation of the difference in mean concen-
tration of some anthropogenic tracer between the hemispheres (with larger values of τ be-
ing computed for larger concentration differences), although at least one study attempted 
to calculate τ directly from meteorological data (mean cross-equatorial winds – Newell, 
et al., 1969). 

Following Czeplak and Junge (1974), a two-box mixing model of interhemispheric 
tracer exchange can be expressed as

(2.3)

where q is the hemispheric mean mixing ratio of the tracer (total hemispheric mass of the 
tracer divided by the mass of air in that hemisphere), S is the source (emission) rate of 
the tracer (in mixing ratio units per year), k is the rate of cross-equatorial mixing (yr-1), λ 
is the radioactive decay constant for the tracer, and the subscripts N and S designate a 
quantity to refer to the northern and southern hemisphere, respectively. The tracer is 
assumed to be chemically inactive in the atmosphere, with surface emissions being the 
only source, and radioactive decay being the only sink. This assumption is quite 
reasonable for 85Kr, and with λ=0 is also appropriate for CO2 and for tropospheric 
transport of CFCs (whose only significant sink is photochemical destruction in the 
stratosphere). 

The rate of change of the mean difference in hemispheric concentrations is obtained 
by subtracting the two equations in (2.3)

(2.4)

td
dqN SN k qN qS–( ) λqN––=

td
dqS SS k qN qS–( ) λqS–+=

td
d ∆q( ) SN SS–( ) 2k∆q– λ∆q–=
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where  is the interhemispheric concentration difference. If the emission 
rates of the tracer are relatively steady, the meridional gradient of concentration reaches a 
steady state determined by cross-equatorial transport. In this case,  and the 
interhemispheric exchange time τ can be determined from estimates of the hemispheric 
concentration difference, the emission rates, and the radioactive decay constant 
according to

. (2.5)

Czeplak and Junge (1974) arrived at this expression (from their equations 9 and 10), 
but muddied the waters by using a different definition for τ based on current CO2 concen-
tration data. Using an estimates of 0.65 ppm for ∆q, and 0.70 ppm yr-1 for the secular 
trend of CO2, they calculated  (p. 60). As-
suming that they intended the secular trend to represent SN (they pointed out that for 
CO2, , and of course the radioactive decay term in (2.5) does not apply to CO2), 
this value is half of what they should have calculated from (2.5). Interestingly, they esti-
mated τ from shipboard observations of 85Kr and obtained 1.8 yr (see Table 2.1:). 

If the tracer emissions were to be “turned off” at a time t0, interhemispheric exchange 
would immediately begin to reduce the magnitude of ∆q. From (2.4), ∆q decays accord-
ing to

. (2.6)

For a tracer with  (such as CO2 with λ = 0 or 85Kr with ), (2.6) implies that 
the interhemispheric gradient decays with an e-folding time of . 

Another definition for τ was used by Weiss et al. (1983), who measured surface con-
centrations of 85Kr along several north-south cruises in the Atlantic Ocean. They consid-
ered the interhemispheric difference in terms of the radiometric “age” of southern 
hemisphere 85Kr, by assuming the hemispheric concentrations to be well mixed and ap-
plying the radioactive decay equation to calculate τ (which they called the “residence 
time” of the tracer in the northern hemisphere). Their measurements were made at a time 
when ∆q was increasing by about 2.5% yr-1, so (2.5) was not strictly applicable. For a 

∆q qN qS–≡

td
d ∆q( ) 0=

τ k 1–≡ 2∆q
SN SS–( ) λ∆q–

---------------------------------------=

τ 0.65 ppm( ) 0.7 ppm yr 1–( )⁄ 0.9 yr= =

SN SS»

∆q t( ) ∆q t0( )exp 2k λ+( )t–[ ]=

k λ» k 20λ≈
τe τ 2⁄=
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meridional profile measured in March and April, they obtained τ = 1.7 yr, and for a sec-
ond cruise in October and November, they obtained τ = 1.0 yr. 

Many authors have referred to the “interhemispheric exchange time” as if it were an 
independent property of the atmosphere, regardless of the tracer considered. Plumb and 
McConalogue (1988) used a two-dimensional advective-diffusive model of the atmo-
sphere to investigate the vertical and meridional structure of chemical tracers in general, 
without reference to a specific gas species. They pointed out that there is really no 
unique value for τ, but that the rate of interhemispheric exchange depends strongly on 
the geographic distribution of the emissions of a tracer. This stands to reason – common 
sense would suggest that a tracer with northern tropical sources would show a smaller ∆q 
than one emitted only in the Arctic. These authors defined a “gross interhemispheric ex-
change time” which is exactly half that defined by (2.5), and which therefore corre-
sponds to the e-folding time of the decay of the interhemispheric concentration gradient 
following the cessation of emissions. For a tracer with a northern hemisphere source that 
peaks at 30°N latitude, they calculated an exchange time of 0.73 yr.

Heimann et al. (1986, see section 2.4.2.3 above) found that for their simulations of at-
mospheric CO2 transport, the GISS tracer model gave τ = 1.87 yr, which is substantially 
longer than most other estimates. Subsequent studies using the same model therefore in-
troduced a subgrid-scale tracer diffusion scheme to increase the rate of meridional mix-
ing (Jacob et al., 1987; Prather et al., 1987; Heimann and Keeling, 1989; TFT90). The 
diffusion was parameterized to maximize the agreement between model calculations of 
85Kr concentrations with the observational data of Weiss et al. (1983). In the simulation 
model, the full three-dimensional structure of the tracer concentration and the model 
winds is known, so yet another definition of τ was possible: the exchange was expressed 
as , where  is the net cross-equatorial flux of tracer. At steady-state, 
this value is numerically equal to that defined by (2.5). 

The various definitions and values of the interhemispheric exchange time are summa-
rized in Table 2.1. Three basic definitions are present in the table. Most modeling studies 
have used a definition compatible with (2.5). These include Heimann et al. (1986), Jacob 
et al. (1987), Prather et al. (1987), Heimann and Keeling (1989), and TFT90, so the ex-
change times determined for each of those studies can be directly compared. These  num-

∆q( ) FN S→⁄ FN S→
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bers cluster around 1.0 yr, the exceptions being the estimate of about 1.9 yr for CO2 
found by Heimann et al. (1986) and the estimate of about 0.7 yr for CFCs determined by 
Prather et al. (1987). The slow interhemispheric exchange in the GISS model was recog-
nized by Heimann et al. (1986) to be unrealistic, so subgrid-scale diffusion was used in 
all the other studies in this group, resulting in the lower values for τ that they all share. 
Czeplak and Junge (1974) derived an equivalent expression to (2.5) for 85Kr, but used a 

a. The two values were derived from separate Atlantic Ocean cruises; the larger value was derived
from measured concentrations in March and April, and the smaller value for October and No-
vember data.

b. This value was derived for a tracer with a source maximum at 30° N latitude.

Table 2.1: Interhemispheric Exchange Times

Tracer 
Species Study Definition τ (years)

CO2

Czeplak and Junge (1974) 0.9

Heimann et al. (1986) 1.87

TFT90 1.0

85Kr

Czeplak and Junge (1974) 1.8

Weiss et al. (1983) 1.0, 1.7a

Jacob et al. (1987) 1.1

Heimann and Keeling (1989) 1.3

CFC-11, 
CFC-12 Prather et al. (1987) .74, .68

General Plumb and McConalogue 
(1988) .73b 

∆q
dq dt⁄
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2∆q
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2∆q
SN SS–
-----------------

2∆q
SN k∆q+
----------------------

ln qN qS⁄( )
k 2.5%+

-------------------------

∆q
FN S→
---------------

MN MS–
FN S→

---------------------

MN MS–
FN S→

---------------------

∆q SN⁄



68 

CHAPTER 2:  A Review of Previous Work in Carbon Cycle Research

different formulation for their estimate of  yr for CO2 (equivalent to the defini-
tion later used by Plumb and McConalogue, 1988, for a generalized tracer). The missing 
factor of 2 in the numerator of Czeplak and Junge’s (1974) expression for the exchange 
time of CO2 accounts for the factor of two difference in their estimates for CO2 and 85Kr, 
and the slower exchange they estimated must be due to the earlier concentration data 
which they used as compared to the other studies cited here. The definition used by 
Weiss et al. (1983) is based on the difference in the radiometric “age” of 85Kr between 
the hemispheres, and is not really compatible with the other estimates. In the present 
study, I will use the formulation in (2.5), which is compatible with the definition used in 
the more recent modeling studies. The important issue of interhemispheric exchange is 
further explored in sections 5.3 and 6.1.

2.5 Carbon Cycle Research Since 1990:

The Search for the “Missing Sink”

2.5.1 Oceans vs. Land Ecosystems Revisited
 (Tans et al., 1990)

All the modeling studies discussed in section 2.4 prescribed broad geographical distri-
butions of CO2 fluxes at the ocean surface from limited equatorial observations, using 
carbonate chemistry and known patterns of sea-surface temperatures to estimate the flux 
over most of the world oceans. In contrast, TFT90 used nearly all of the existing oceano-
graphic data on pCO2 published over the previous 20 years to attempt to constrain these 
fluxes observationally. They then used the GISS three-dimensional tracer model to ex-
plore various carbon budget scenarios under these constraints. Their results painted a 
very different picture of the global carbon cycle from that sketched by earlier modeling 
studies. They found that the relatively weak interhemispheric gradient in atmospheric 
CO2 concentrations precluded a strong sink in the southern oceans, and that sufficient di-
rect measurements were available in the northern oceans to preclude a very strong sink 
there either. Their conclusion was that the global oceans take up less than 1 Gt C yr-1, 
only half of the previous “consensus” value. To balance the global carbon budget and 
match the observed geographic patterns of CO2 concentrations, they said, the terrestrial 

τ 0.9=
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biosphere must be taking up between 2.0 and 2.7 Gt C yr-1 in the northern temperate 
zone.

Sea surface measurements of pCO2 made during ocean cruises of the Transient Trac-
ers in the Ocean (TTO) and the Geochemical Sections (GEOSECS) programs were tabu-
lated and averaged onto a 2° × 2° grid for January through April and July through 
October seasons. Regression equations were developed for pCO2 vs. SST for each of four 
ocean regions, and these coefficients were then used to estimate pCO2 in areas with no ob-
servational data from climatological SSTs. The global distribution of air-sea exchange of 
CO2 was then computed from the pCO2 distribution using a bulk aerodynamic formula 
similar to (1.16). The transfer coefficient was assumed to be a function of climatological 
wind speed only, since the authors argued that the temperature dependence of the “piston 
velocity” and solubility of CO2 nearly cancel each other. The wind-speed relationship 
they adopted was adjusted empirically to match the estimated global uptake rate of 14C 
by the oceans. The global air-to-sea flux of CO2 estimated by this method was 1.6 
Gt C yr-1, which is at the low end of previous estimates of the ocean uptake made by the 
one-dimensional box-diffusion models (about 1.4 to 2.6 Gt C yr-1, Houghton et al., 
1990). 

 Surface exchange with the terrestrial biosphere was prescribed using the NDVI-
based estimates of photosynthesis and temperature-based estimates of respiration devel-
oped by Fung et al. (1987), and fossil fuel emissions were prescribed from economic 
data (Marland, 1989). Tropical deforestation was prescribed as a source of atmospheric 
CO2 following the maps produced by Houghton et al. (1987), but scaled to give a global 
total flux of only 0.3 Gt C yr-1. The GISS tracer model was used as in the Fung et al. 
(1987) study, but subgrid-scale diffusion was added to adjust the interhemispheric ex-
change time for fossil-fuel CO2 to 1.0 years. The model was integrated for three years for 
each set of sources and sinks (e.g., fossil fuel emissions, ocean surface fluxes, etc.), and 
linear combinations of the various source/sink functions were constructed to investigate 
many scenarios of global carbon budgets. Each scenario was compared to the observed 
meridional pattern of annual mean concentration as represented by the NOAA flask ob-
servations for 1987 (see section 2.3). Scenarios constructed from the various source func-
tions were considered unrealistic if there was any statistically significant meridional 
structure to the residuals when the observed meridional gradient was subtracted from the 
simulated one. Also, the simulated scenarios were constrained to match the observed in-
crease in the total atmospheric inventory of 3.0 Gt of carbon.
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Several scenarios based on a priori assumptions about the global carbon budget were 
explored first. These included the observationally-based ocean fluxes described above; 
another set of ocean fluxes based on the same pCO2 estimates, but using experimentally-
derived transfer coefficients rather than the empirical approach outlined above; and an 
earlier, model-based estimate of global ocean uptake much larger than the other two (Bro-
ecker et al., 1986). In the first two cases, terrestrial sinks were required to balance the 
global budget since ocean uptake was not sufficient. The experimentally-based transfer 
coefficients led to a smaller ocean sink than the empirically-derived ones, so a larger ter-
restrial sink was required for the former scenario. The third case (with global ocean up-
take of 2.6 Gt C yr-1) was balanced without a terrestrial sink. All of the scenarios tested 
produced mean annual atmospheric concentration fields with pole-to-pole differences 
much larger than the observed 3 ppm for 1987.

To investigate the source of the discrepancy between the results of the initial scenari-
os and the observed meridional gradient in atmospheric CO2, the authors constructed a se-
ries of “basis functions” of sources and sinks which they then adjusted a posteriori to 
produce realistic atmospheric gradients. The world oceans were divided into five inde-
pendently variable regions plus the equatorial upwelling region (which was assumed to 
be well constrained by observations). The terrestrial biosphere was assumed to contrib-
ute to the global annual carbon budget by four independently variable processes: tropical 
deforestation, scaled from the Houghton et al. (1987) estimates; net uptake by temperate 
ecosystems, applied across the world’s deciduous forests; net uptake by boreal ecosys-
tems applied uniformly to coniferous forests and tundra ecosystems; and globally en-
hanced photosynthetic flux due to increased CO2 concentration (“CO2 fertilization”), 
which was assumed to be proportional to NPP, as was done by Keeling et al. (1989b). 

Several scenarios of terrestrial basis functions were tested, with the five ocean basis 
functions adjusted a posteriori to produce the maximum agreement between the simulat-
ed and observed annual mean meridional gradient of CO2 concentration. These scenarios 
differed in the amount of tropical deforestation, and in the amount of net terrestrial up-
take in each region. Adjustments to the ocean fluxes were made within the constraint that 
the total annual increment of atmospheric carbon was 3.0 Gt. Good agreement with ob-
servations was achieved for all the scenarios tested by significant adjustments to the re-
gional ocean sources and sinks. Available field data were insufficient to discriminate 
between the various scenarios of terrestrial uptake in terms of realism. In all of these cas-
es, the adjustments to the ocean fluxes were considered by the authors to be unrealistic, 
however, requiring changes to sea surface pCO2 which were outside the possible range de-
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fined by the observational data. The relatively well-measured pCO2 values in the northern 
hemisphere oceans were the most significant constraint in this respect, and the adjust-
ments required to fit the observed meridional patterns were in all cases much greater 
than the uncertainty in these measurements.

Another series of experiments involved prescribing several scenarios of ocean fluxes 
which were plausible within the limits of the oceanographic data, and then performing a 
posteriori “best-fit” adjustment to the terrestrial sources and the southern oceans (for 
which observational data are quite sparse). These experiments were again successful in 
reproducing the observed meridional gradient, resulting in an under-determined global 
carbon budget due to lack of enough observational data on the continents to discriminate 
between various successful scenarios. In all cases, however, a large terrestrial sink was 
required in the northern hemisphere to balance the fossil fuel source without violating 
the observational constraints on ocean uptake. The authors were not able to distinguish 
precisely how much of this sink was in the temperate deciduous forest as opposed to the 
boreal coniferous forest and tundra, but ruled out a sink of more than a few tenths of a gi-
gaton in the highest latitudes. Some scenarios required a small net source of CO2 in the 
tundra regions to bring concentrations at the northernmost stations up to observed values. 
The total terrestrial sink in the northern hemisphere was estimated to be between 2.0 and 
2.7 Gt C yr-1. The global budget could not be balanced by CO2 fertilization as modeled 
in this study, because this sink is concentrated in the tropics where NPP is highest, and 
cannot exert enough influence on the pole-to-pole gradient. Equatorial concentrations 
were below observed values in that scenario, unless tropical deforestation was adjusted 
upward to 2.5 Gt C yr-1. Such large tropical deforestation fluxes could only be balanced 
by requiring a northern hemisphere terrestrial sink to match the meridional gradient, lead-
ing to a total terrestrial sink of about 3.4 Gt C yr-1. The authors concluded that the global 
annual ocean uptake of CO2 was not more than 1 Gt C yr-1, less than half of the “consen-
sus” estimate of ocean modelers (see Fig. 1.8, section 1.5.2). They stressed that the bud-
get is under-determined given the data currently available, and pointed out the 
importance of obtaining information on the CO2 concentration on the continents to better 
constrain estimates of the terrestrial fluxes.

2.5.2 “It’s in the Water!” – Oceanographers Respond 
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to Tans et al.

Since the publication of the TFT90 paper the literature has been buzzing with discus-
sions of the “missing sink” in the northern hemisphere, and with discussions about 
whether the oceans are a large sink (absorbing almost half of the fossil fuel emissions) as 
had been thought previously, or a small sink (absorbing less than one fourth of the fossil 
fuel emissions) as proposed by TFT90.

Earlier estimates of the rate of uptake of anthropogenic CO2 by the oceans were 
based on the one dimensional box-diffusion and outcrop-diffusion models (Oeschger et 
al., 1975; Siegenthaler, 1983; see section 2.2) in which mixing coefficients were calibrat-
ed to produce the observed rate of penetration of natural and bomb-produced radiocar-
bon. These models consistently showed a net uptake of about two Gt C yr-1 by the global 
oceans. Since these models are not based on the actual physics of ocean transport, their 
credibility depends on the penetration rates of radiocarbon and fossil fuel carbon being 
exactly analogous. Because the penetration rate of 14C is determined almost exclusively 
by the air-sea gas exchange process, however, it is reasonable to think it might be some-
what different than the penetration rate of anthropogenic CO2, which also depends on the 
carbonate equilibria discussed in section 1.3.1 (Broecker and Peng, 1982). The smaller 
estimates of global ocean uptake presented by TFT90 were based on actual observations 
of pCO2, and were constrained by the atmospheric observations as well, so they pose a se-
rious challenge to the one-dimensional ocean model estimates. 

The ocean carbon cycle has also been investigated with more sophisticated three-di-
mensional ocean general circulation models (Maier-Reimer and Hasselmann, 1987; Ba-
castow and Maier-Reimer, 1990; Sarmiento et al., 1992; Maier-Reimer, 1993). Of these 
studies, only the work of Sarmiento et al. (1992) attempted to directly estimate the glo-
bal uptake of anthropogenic CO2 by the oceans. They found that at least 1.9 Gt C yr-1 is 
being absorbed by the oceans, confirming the earlier estimates from one-dimensional 
simulations and providing the most compelling evidence that the ocean sink is greater 
than the 0.8 Gt C yr-1 estimated by TFT90. 

In the Sarmiento et al. (1992) study, an off-line tracer transport model was developed 
using the calculated currents and convective frequencies produced by a 3500 year ocean 
general circulation model simulation (Toggweiler et al., 1989a). The original simulation 
was “spun up” from rest to reach equilibrium using annual mean atmospheric forcing 
(fluxes of momentum, energy, and fresh water, specified from climatology). The finite-
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difference grid of the model was 4.5° in latitude by 3.75° in longitude, with 12 levels in 
the vertical, and the time step was 1/300 yr. The “distorted physics” technique of Bryan 
(1984) was used to lengthen the effective time step in the deep ocean and accelerate the 
approach to equilibrium. A time-mean velocity field and convective frequency map was 
saved from this calculation and used to drive the off-line tracer model of Sarmiento et al. 
(1992). 

The ocean carbon cycle was assumed by Sarmiento et al. (1992) to be in equilibrium 
with atmospheric CO2. They simulated the perturbation CO2 (δΣCO2) added to the 
oceans by anthropogenic activity since preindustrial times. This was accomplished by ini-
tializing the model with zero concentration of δΣCO2 everywhere, and then forcing the 
simulation with the time history of atmospheric CO2 from 1750 to 1990 from the ice core 
records of Neftel et al. (1985) and the Mauna Loa record of Keeling et al. (1989a). Up-
take of CO2 at the ocean surface was calculated according to a bulk aerodynamic formula 
(see equation 1.16), with the transfer coefficient depending only on the annual mean 
wind speed at each model grid point. The complex carbonate equilibria described in sec-
tion 1.3.1 were linearized so that a δΣCO2 was simply proportional to the perturbation 
partial pressure of CO2 (δpCO2), with the proportionality constant dependent on the water 
temperature. This simplification reduced the computational expense of the simulation 
while still capturing most of the behavior of the “solubility pump” of the marine carbon 
cycle as described in section 1.4. No attempt was made to represent the “biological 
pump,” although the authors noted that earlier work by Knox and McElroy (1984), 
Siegenthaler and Wenk (1984), Peng and Broecker (1991) and others had explored chang-
es in biological cycling of carbon due to anthropogenic effects. Riebesell et al. (1993) 
have shown that certain algae important to the ocean’s “biological pump” respond in the 
laboratory to elevated CO2 concentrations.On the other hand, Falkowski and Wilson 
(1992) analyzed historical records of ocean photic zone transparency between 1900 and 
1981 and concluded that no significant change had occurred in phytoplankton productivi-
ty over that period. 

In the final 10 years of the tracer simulation (1980-1990), the model ocean absorbed 
an average of 1.9 Gt of perturbation carbon per year, roughly in agreement with the earli-
er one-dimensional calculations for the same period, and more than twice as much as the 
0.8 Gt C yr-1 maximum estimate of TFT90. Unfortunately, it is very difficult to compare 
the geographic distributions of the surface carbon fluxes between the data-based esti-
mates of Tans et al. and the Sarmiento et al. simulation. The latter simulation reflects 
only the perturbation flux, but since there is no map of the preindustrial fluxes, and the 
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observational data represent the sum of these two, a direct comparison in any given re-
gion is meaningless. The observational data show the tropical Pacific to be a strong 
source of CO2 to the atmosphere, for example, due to the upwelling of cold CO2-rich wa-
ter there. The Sarmiento et al. simulation, however, shows that this area is a strong sink 
for perturbation CO2 since the upwelling water comes from the deep ocean and was last 
exposed to the atmosphere when the pCO2 was much lower. Nevertheless, given that the 
preindustrial ocean was neither a source nor a sink for atmospheric CO2 on a global 
scale, the two estimates of ocean uptake are incompatible with one another. 

The TFT90 estimate of 0.8 Gt C yr-1 global ocean uptake was based on the fact that 
the atmospheric tracer transport model produced an interhemispheric concentration gradi-
ent that was too steep when the poorly constrained observationally-based estimate of 2.6 
Gt C yr-1 uptake south of 15°S latitude was used (see section 2.5.1). Since data coverage 
was extremely poor in this region, TFT90 ignored the limited observational data and fit 
the southern hemisphere fluxes from the atmospheric observations, obtaining a much 
lower rate of uptake. Sarmiento et al. (1992) point out that this value would be higher if 
the interhemispheric transport from the northern source regions was more vigorous in the 
real atmosphere than in the GISS tracer model, but since this parameter was verified 
against observed meridional profiles of other anthropogenic tracers and is in agreement 
with other transport models, they concede this is not the most likely cause for the dis-
agreement. They also considered the possibility that the data-based estimates of Tans et 
al. for net carbon uptake in the northern oceans might be much too low, but found this to 
be implausible because of the good observational coverage in those regions.

An intriguing revision to the TFT90 fluxes was proposed by Robertson and Watson 
(1992). They pointed out that the actual skin temperature of the sea surface is on average 
somewhat lower than that of the bulk mixed layer, and that the air-sea gas exchange pro-
cess is controlled by the solubility of the gas in this surface skin. The cooler skin temper-
ature is only about 0.3°K cooler than the mixed layer on average, and may only affect a 
layer of water perhaps 50 µm thick, due to sensible and radiative heat fluxes from the 
ocean to the overlying atmosphere. Because the solubility of CO2 is very sensitive to 
temperature (see section 1.4.1), this skin temperature effect leads to greater flux of CO2 
from the atmosphere to the oceans than would be the case if the mixed layer temperature 
limited gas solubility. Robertson and Watson (1992) noted that the flux estimates of 
TFT90 were made from pCO2 measured on samples of bulk mixed layer water and that 
they were therefore generally overestimates of the pCO2 of the surface skin layer at the in-
terface. Since TFT90 had used the data-based fluxes only north of 15° S latitude, Robert-
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son and Watson (1992) applied their skin temperature correction only to these regions 
and concluded that the TFT90 fluxes should be increased by 0.44 Gt C yr-1. 

Sarmiento and Sundquist (1992) considered Robertson and Watson’s (1992) skin tem-
perature correction and other possible reasons for the discrepancy between the observa-
tionally-constrained estimates of TFT90 and the uptake simulated by ocean models. 
They stated that the minimum global uptake that was consistent with the ocean models 
was 1.7 Gt C yr-1 and considered three processes which might allow the TFT90 value of 
0.3 to 0.8 Gt C yr-1 to approach this value. They assigned the skin temperature correction 
a value of between 0.1 and 0.6 Gt C yr-1 based on uncertainties in the Robertson and Wat-
son analysis. A second “correction” to the Tans et al. fluxes, they argued, was to add 0.4 
to 0.7 Gt yr-1 uptake of carbon delivered to the oceans in river discharge. This flux in the 
preindustrial world must have been balanced by efflux from the oceans to the atmo-
sphere to maintain the steady-state partitioning of carbon between the two reservoirs. 
Thus the observed uptake would be larger if it were not for these compensating fluxes. 
Finally, because some of the carbon released to the atmosphere from the combustion of 
fossil fuels is only oxidized to carbon monoxide (CO) rather than to CO2, Sarmiento and 
Sundquist (1992) argued that some interhemispheric transport of atmospheric carbon 
must take place in this form. They estimated that between 0.25 and 0.29 Gt C yr-1 should 
be added to the Tans et al. ocean uptake in the southern hemisphere to account for CO 
that is transported across the equator and subsequently oxidizes to CO2 and is absorbed 
by the southern oceans. Considering these three processes, these authors argued that 0.8 
to 1.6 Gt C yr-1 should be added to the Tans et al. estimates, bringing them up to a total 
of 1.1 to 2.4 Gt C yr-1 and into agreement with the ocean models.

It is important to note that although the processes noted by Sarmiento and Sundquist 
(1992) which “add” to the uptake estimates of TFT90 can reconcile the differences in the 
two estimates, some of the differences are more semantic than substantive. Because the 
Sarmiento et al. (1992) model calculates the uptake of perturbation carbon and the obser-
vationally-based flux estimates of Tans et al. represent the flux of total carbon, one 
might just as well subtract the preindustrial efflux that balanced the river fluxes from the 
model fluxes as add them to the observations. In any case, from the point of view of the 
atmosphere as modeled by TFT90, the uptake of this carbon occurs on the land due to 
both organic processes and inorganic weathering. These fluxes are not added to the 
oceans by the process of air-sea gas exchange but rather by river discharge which was 
not included in either model. Also, the skin-temperature effect of Robertson and Watson 
(1992) acts to modify the pCO2 of the ocean surface, but the fluxes are estimated by mul-
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tiplying the air-sea difference in pCO2 by a gas transfer coefficient which was determined 
empirically from observations of the penetration of 14C into the oceans. Changing the 
maps of pCO2 to include the skin-temperature effect would presumably also change the 
value of the transfer coefficient needed to produce the observed depth profiles of 14C and 
therefore the estimated flux would not change nearly as much as one might think. Final-
ly, it is important to remember that the proposed revisions to the TFT90 uptake estimates 
are to be applied to the global annual total and there is no way to specify their geograph-
ic variations (except perhaps for the skin temperature correction). These revisions reduce 
the discrepancy between the global total uptake of CO2 by the oceans as calculated by 
the two methods, but do not alleviate the difficulty of the too-steep interhemispheric gra-
dient in atmospheric CO2 concentrations that results if the southern oceans are a strong 
sink.

Another approach to resolving the question of the smaller-than-expected interhemi-
spheric gradient in the atmosphere was proposed by Broecker and Peng (1992). They 
showed that a significant amount of atmospherically-derived carbon is transported from 
the northern to the southern hemisphere in the oceans. They used observations of PO4, 
NO3, salinity, and alkalinity to separate total ocean CO2 into that associated with biologi-
cal processes and the remainder, associated with air-sea exchange of CO2. They found 
that the atmospherically-derived carbon was significantly more concentrated in the south-
ward-flowing deep water of the Atlantic Ocean than the northward-flowing upper layers. 
This difference leads to a net transport of about 0.6 Gt C yr-1 of atmospherically-derived 
dissolved carbon from the northern to the southern hemisphere, providing an alternative 
to the northern terrestrial sink proposed by TFT90 as a means to reduce the interhemi-
spheric concentration gradient.

Quay et al. (1992) addressed the question of oceanic carbon uptake by comparing the 
depth profiles of the stable isotopic composition of dissolved CO2 in the Pacific as sam-
pled in 1970 and in 1990. Using the changes in atmospheric CO2 concentration and δ13C 
and ocean δ13C, they calculated that the oceans absorb 2.1 Gt C yr-1, in agreement with 
the ocean models and contrary to the results of TFT90. This study has been criticized, 
however, by Broecker and Peng (1993) who pointed out that although changes in atmo-
spheric CO2 concentration are driven by the net flux between the atmosphere and the oce-
anic and biospheric reservoirs, the isotopic fractionation is a function of the total or gross 
fluxes, which are larger by more than an order of magnitude. Although Quay et al. 
(1992) have claimed a net oceanic uptake of about 2 Gt C yr-1, the total exchange of car-
bon between these reservoirs is more than 80 Gt C yr-1 (see Chapter 1). These large inter-
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reservoir exchanges greatly dilute the signal represented by anomalies in the isotopic 
composition, and Broecker and Peng (1993) contend that the uncertainty in estimates of 
the gross surface exchanges is too great to support the results of Quay et al. (1992).

Using the assumptions of Quay et al. (1992), Tans et al. (1993) also obtained an esti-
mate of 2.1 Gt C yr-1 ocean uptake from the apparent change in the depth profiles of 
δ13C. However, using the same data to estimate the net flux from the air-sea surface iso-
tope disequilibrium, they obtained a much smaller global flux (only a few tenths of a 
Gt C yr-1) They concluded therefore, that the isotope data is not of sufficient quality to 
fix the global uptake of CO2 by the oceans any more precisely than has already been 
done by analyzing the pCO2 observations.

Another promising new technique for distinguishing the carbon uptake by the oceans 
from that of the terrestrial biosphere involves changes in atmospheric oxygen which ac-
company combustion of fossil fuels and biological metabolism (Keeling et al., 1993). Be-
cause changes in CO2 and O2 are stoichiometrically related when carbon is burned or 
exchanged between the atmosphere and biosphere, but not when inorganic CO2 gas is ex-
changed across the air-sea interface, a comparison of time series of CO2 and O2 in air 
can be used to distinguish ocean exchange from other processes.These changes are ex-
tremely difficult to detect because of the large background concentration of oxygen (a 
change in atmospheric CO2 of 1 ppm due to combustion is accompanied by a change in 
the O2 content by only 4.8 x 10-6 of its background value). Keeling (1988) developed a 
new analytical technique which is capable of detecting such tiny differences. Keeling 
and Shertz (1992) measured the seasonal cycle of the ratio of atmospheric oxygen to ni-
trogen at three flask sampling stations which are also part of the regular CO2 measure-
ment program. This analysis confirmed that variations in CO2 and O2 were negatively 
correlated at all three sites, and these authors concluded that the global oceans were a 
sink of 3 ± 2Gt C yr-1 for the three years studied. Analyses of the O2/N2 ratio are now be-
ing performed routinely on flask samples of air from many stations around the world, 
and in several years will be able to add substantially to the available information about 
the nature of the global carbon sink.

2.5.3 Presence and Nature of a Terrestrial Carbon Sink

Early recognition by carbon cycle modelers that the global carbon cycle did not bal-
ance without a “missing sink” led to speculation that the global biosphere was growing 
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(see section 2.2). Terrestrial ecologists countered, though, that because of widespread de-
forestation and conversion of native ecosystems to agricultural lands, the biosphere was 
more likely acting as a source of CO2 to the atmosphere than as a sink. Although this con-
troversy was largely laid to rest by the deconvolution of the ice core carbon records in 
the mid-1980’s, the TFT90 paper has led to a reexamination of the hypothesis of “global 
greening,” because their results suggest the “missing terrestrial sink” must be even stron-
ger than was implied by the ice core records. Research in this area has concentrated in 
the past on two primary issues: direct enhancement of ecosystem production due to in-
creased levels of atmospheric CO2 (the “CO2 fertilization” effect) and changes in the dis-
tribution of ecosystems in various stages of ecological “succession” (regeneration 
following a disturbance). More recently, some workers have been investigating the ef-
fects of climate change on the balance between primary production and respiration and 
the effects of increased deposition of nutrients such as nitrogen to terrestrial ecosystems. 

Plant physiologists have long known that many plants grow more vigorously in air 
with elevated concentrations of CO2, especially in environments with ample nutrients 
and water (e.g., see the reviews by Kimball, 1983 and Mooney et al., 1991). The bio-
chemical reaction in which plants fix inorganic CO2 into organic molecules is mediated 
by an enzyme, Ribulose bis-phosphate carboxylase-oxygenase (usually abbreviated 
Rubisco) which also acts to release CO2 from leaves in a biologically wasteful process 
known as photorespiration (Farquhar, 1979; Lorimer, 1981). The balance between the 
useful carbon fixation reaction and photorespiration is determined by the ratio of CO2 to 
O2 in the leaf environment, with higher CO2 concentrations favoring the useful produc-
tion of energy. Also, it appears that the biochemistry of soil respiration is affected by 
CO2 levels, such that respiration and decomposition of soil organic matter slow down in 
elevated CO2 relative to control experiments (Drake, 1992; Idso and Kimball, 1993). The 
decreased soil respiration may result from a higher carbon to nitrogen ratio in the litter of 
plants grown in elevated CO2 (Williams et al., 1986). Both increased photosynthesis and 
decreased respiration tend to enhance the sequestration of carbon by ecosystems exposed 
to elevated CO2. Another important physiological response to elevated CO2 involves the 
way many plants balance their need to take in carbon with the concurrent loss of water 
from their cells through the same openings (stomata) in their leaves (see section 1.3.3). 
The stomata of plants growing under water stress close to restrict water loss, and so are 
limited in the amount of carbon they can absorb (Nobel, 1974). When grown in air with 
elevated CO2, the effective gradient in partial pressure of the gas across the stomata is in-
creased, and hence diffusion of carbon into the stomata is more efficient, with more car-
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bon assimilated per unit of water lost to transpiration (Goudriaan and Atjay, 1977; 
Conroy et al., 1986; Mooney et al., 1991; Drake, 1992).

Although many laboratory and field studies have demonstrated these physiological re-
sponses to elevated CO2 (Idso, 1992 analyzed 342 published studies that found an aver-
age growth enhancement of 52%), terrestrial ecologists have been reluctant to ascribe the 
missing sink in the global carbon budget to this “CO2 fertilization effect” (e.g., Goudri-
aan and Ajtay, 1977; Houghton and Woodwell, 1983;Woodwell et al., 1983; Jarvis, 
1989). Laboratory experiments have shown that plants’ response to elevated CO2 is great-
ly reduced when other resources (light, nutrients, and water) are limited, which is usually 
the case in natural ecosystems (Goudriaan and Atjay, 1977; Kramer, 1981; Peterson and 
Melillo, 1985; Norby et al., 1992). Many plant species also appear to exhibit a “satura-
tion” response to elevated CO2 in laboratory and field experiments due to a buildup of 
starch in their leaves which inhibits photosynthesis (Arp, 1991; Bazazz and Fajer, 1992; 
Körner and Arnone, 1992). In addition, the responses of natural ecosystems to enhanced 
CO2 are complicated by changes in competitive dynamics between plant species and her-
bivory by insects (Bazazz and Fajer, 1992).

Despite the above-mentioned difficulties in extrapolating laboratory or field plot-
scale measures of CO2 fertilization to natural ecosystems, evidence is accumulating that 
this effect is occurring. Many of the reduced responses to elevated CO2 seen in con-
trolled experiments have been shown to result from the inability of plants grown in pots 
to gather enough nutrients from the soil to “keep up” with their enhanced potential to se-
quester carbon (Arp, 1991; Thomas and Strain, 1991). When plants are exposed to slow-
ly increasing CO2, and their roots are allowed grow without artificial restrictions, they 
may be able to enlarge their nutrient-gathering capacity in proportion to the incremental 
rise in CO2 (Rogers, 1992; Drake, 1992). Multi-year experiments on natural plants in na-
tive soils have shown major enhancements to growth in salt-marsh ecosystems (Curtis et 
al., 1990; Long and Drake, 1991; Drake, 1992) and in sour orange trees (Idso and Kim-
ball, 1993). Graybill and Idso (1993) analyzed tree-ring chronologies from the southwest-
ern United States and found increases in growth rates of naturally growing trees of 
several species dating back over 100 years, after attempting to statistically correct for cli-
mate effects.

One problem with the concept of direct CO2 fertilization as a mechanism to explain 
the “missing” sink for atmospheric carbon is that it is often assumed to be proportional to 
the overall productivity of ecosystems (Keeling, 1973; Heimann and Keeling, 1989; 
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TFT90). Since NPP is a maximum in tropical ecosystems (Whittaker and Likens, 1975; 
Fung et al., 1987), the inclusion of the CO2 fertilization effect in global carbon cycle 
models leads to a tropical sink which tends to balance the deforestation source (Keeling 
et al., 1989b). However, as shown by TFT90, a terrestrial sink is required in the northern 
temperate zone to match the observational CO2 gradient. Because of the much greater 
area of land in the northern than the southern temperate zone, modeling CO2 fertilization 
as proportional to NPP does reduce the north-south gradient in atmospheric CO2, but 
leads to unrealistically large offsetting estimates of both deforestation and fertilization in 
the tropics (Keeling et al., 1989b).

Even if it could be conclusively demonstrated that natural ecosystems are experienc-
ing increased primary productivity due to enhanced atmospheric CO2, the question of ter-
restrial carbon sequestration would not be closed. The issue involved is not gross plant 
growth, but rather changes in the net storage of carbon in the ecosystem, including chang-
es in root respiration and decomposition of soil organic matter. It is extremely difficult to 
directly measure carbon accumulation or loss on the ecosystem scale, because of hetero-
geneity of plant communities and soil properties at all spatial scales, and because much 
of the stored carbon is below ground in roots and soil organic material (Drake, 1992; 
Norby, et al., 1992). Given the hypothesis that primary productivity is enhanced by CO2 
fertilization, a key parameter for evaluating the change in ecosystem storage is the resi-
dence time of carbon in the soil. In practice, simulation models have been used to ac-
count for the flows of N, P, and C in soil organic matter (Parton et al., 1987, 1993), and 
yield a spectrum of residence times. Organic carbon in soils can be divided into a “fast 
pool,” which decomposes rapidly in a year or so and several “slower” pools composed of 
refractory compounds that decay more slowly over periods ranging from years to centu-
ries. If recent increases in NPP due to CO2 fertilization lead to greater production of 
these refractory fractions then net storage would be expected to be enhanced much more 
than if the increased production was apportioned into the fast-decaying pool. Harrison et 
al. (1993) measured bomb-produced radiocarbon in soil organic matter to constrain the 
possible residence-time spectrum of soil carbon. They estimated that if CO2 fertilization 
enhances plant growth rates by 35% as suggested by earlier work, that about 1.1 
Gt C yr-1 is currently being sequestered in terrestrial ecosystems.

One approach to measuring total ecosystem carbon flux is to use the micrometeoro-
logical technique of eddy correlation. This expensive and labor-intensive method cannot 
be applied at very large spatial scales, but nevertheless can give valuable information. Be-
cause of the strong seasonality of ecosystem metabolism, the measurements must be con-
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tinued throughout the year. Wofsy et al. (1993) performed such a study at the Harvard 
Forest in Massachusetts. They found that the forest, which is fairly typical of temperate 
deciduous forests, was a net annual sink of 3.7 ± 0.7 metric tons of carbon per hectare. If 
this single site is extrapolated to the entire temperate forest biome worldwide, the au-
thors calculate it would represent a sink of over 2 Gt C yr-1. Of course, there is no way of 
knowing just how representative the Harvard Forest is on a global basis, but this study 
demonstrates that temperate deciduous forests can be sequester a significant amount of 
atmospherically derived carbon, at least on small spatial scales and over a year’s time.

The concept of succession in terrestrial ecology (Odum, 1969) suggests that entire ec-
osystems, including the plant community, soil organic matter, and the microorganisms 
which decompose it, evolve toward an equilibrium state in which net ecosystem produc-
tion approaches zero as time passes after a disturbance such as fire or harvest. Major dis-
turbances such as fires and logging release carbon into the atmosphere, but are followed 
by a period of recovery during which time NPP far outstrips ecosystem respiration (Vi-
tousek and Reiners, 1975, see Fig. 2.3). The geographic patterns of successional stages 

are always changing as natural disturbances and human land use alter the landscape. Ear-
ly attempts to quantify the effects of these changes on net carbon exchange between the 
terrestrial biosphere and the atmosphere (see section 2.2) found that the predominant ef-
fect was the release of large amounts of carbon, especially in the tropics (Bolin, 1977; 
Houghton, et al., 1983; Houghton et al., 1987). More recently, several studies (cited be-
low) have considered the effects of changing patterns of human land use in the temperate 
zone, and have come to different conclusions.

FIGURE  2.3: Schematic illustration of changes in biomass during ecosystem succession 
following a disturbance (Vitousek and Reiners, 1975).
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In many regions of the northern temperate zone, changes in the agroeconomics have 
led to reversion of agricultural lands to forest. This phenomenon of “reforestation” was 
documented in the southeastern United States by Schiffman and Johnson (1989), who 
found that old fields that had since been planted with commercial trees stored about 22% 
more carbon than natural forests. Kauppi et al. (1992) examined forest inventory data 
collected over the past two decades in Europe and found that biomass had accumulated 
since 1970. They estimated that European forests were accumulating about 0.1 Gt C yr-1, 
and attributed this to expansion of commercial forestry and the fertilization of forest eco-
systems by atmospheric pollutants, especially nitrogen. Sedjo (1992) performed a similar 
analysis for the entire northern temperate zone, and calculated that about 0.7 Gt C yr-1 
was accumulating in these forests. These studies have been criticized by Houghton 
(1993), who wrote “The search for ‘missing’ carbon may be getting out of hand.” He sug-
gested that the Kauppi et al. (1992) and Sedjo (1992) calculations failed to account prop-
erly for the carbon released from these forests following harvests, a matter also 
addressed by Harmon et al. (1990). A more detailed analysis of carbon fluxes from for-
ests of the former Soviet Union by Kolchugina and Vinson (1993) also showed a strong 
sink, however (about 0.5 Gt C yr-1 for Asia alone). Dixon et al. (1994) performed an ex-
haustive survey of available data on forest biomass estimates around the world. They 
concluded that tropical forests were a net source of carbon to the atmosphere, emitting 
1.6 ± 0.4 Gt C yr-1, while temperate and boreal forests were a net sink of 0.7 ± 0.2 
Gt C yr-1. Their estimates for the Asian sink (0.3 to 0.5 Gt C yr-1) were in line with those 
of Kolchugina and Vinson (1993), and their estimate of about 0.1 Gt C yr-1 net uptake 
for Europe is about the same as that of Kauppi et al. (1992) even though R. A. Houghton 
was one of the authors!

Even mature forest ecosystems which would be expected to be in steady state may be 
accumulating carbon. Bonan (1991) used an ecophysiological model to simulate nutrient 
and carbon cycling dynamics and carbon isotope fractionation in 23 mature forest plots 
in Alaska, and compared his results to field measurements. He found that all but one of 
the forest plots was a net sink of carbon on the annual time scale, and speculated that 
since the various plots spanned the range of productivity found in the boreal forest, his re-
sults might be applied to boreal ecosystems around the world. As Bonan correctly point-
ed out however, extrapolation of his results to regional scale would require a knowledge 
of the distribution of undisturbed plots like the ones he studied and areas of disturbance 
due to forest fires, storms, and logging. 
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One way to account for increased carbon uptake by temperate and boreal ecosystems 
was explored by Schindler and Bayley (1993). They note that deposition of atmospheric 
nitrogen compounds both in precipitation and as dry deposition has increased several 
fold in recent decades (Malanchuk and Nilsson, 1989; Duce et al., 1991). Because many 
terrestrial ecosystems are nitrogen limited, nearly all of the increased nitrogen deposition 
is retained – it cannot be accounted for in river runoff, for example. These authors also 
note that dry deposition of nitrogen oxides and ammonia is enhanced by “edge effects” 
in patchy or aggrading forests such as those found in large areas in the populous northern 
temperate zone. They also show that phytoplankton in coastal oceans should have been 
stimulated by this increased nitrogen deposition. Using published estimates of carbon:ni-
trogen ratios in various terrestrial ecosystems, they calculate that between 1.0 and 2.3 
Gt C yr-1 is currently being sequestered as a result of wet and dry nitrogen deposition, 
with 64 to 80% of the uptake occurring on the northern continents.

Dai and Fung (1993) examined the possibility that perturbations in climate can ac-
count for much of the “missing” carbon due to the differences between the responses of 
NPP and soil respiration to such changes. They used simple empirical regression equa-
tions to represent the effect of precipitation and temperature on NPP (Friedlingstein et 
al., 1992) and soil respiration (Raich and Schlesinger, 1992). Climatological data sets of 
precipitation and temperature anomalies since the turn of the century were interpolated 
to a 2.5° by 2.5° global grid, and the regression equations were applied to each grid point 
for a “steady state” period (rather arbitrarily defined as 1920-1949). They then estimated 
the perturbation in net ecosystem production at each grid point for the years 1940-1988 
using the regression equations and the assumption of a mean steady state for the earlier 
period. Temperature anomalies were greatest in the high latitudes during the period, 
while precipitation anomalies were more important in the tropics and subtropics due to 
the influence of the Southern Oscillation. Because of the different sensitivities of NPP 
and soil respiration to anomalies in temperature and precipitation, grid point estimates of 
net ecosystem production were positive in some months and negative in others.

Dai and Fung (1993) stressed that their estimates of NEP based on the simple regres-
sion of temperature and precipitation anomalies are very rough. Nevertheless, their re-
sults showed intriguing similarities to earlier estimates using other methods. During the 
mid-1950’s and again in the mid-1970’s unusually wet weather led to higher NPP than 
soil respiration over much of the world, so that the terrestrial biosphere acted as a net 
sink for those periods. The regression equations are more sensitive to perturbations in cli-
mate at low temperatures, so the variability in the simulated NEP was greatest in the 
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higher latitudes than the tropics. For the period 1980-1987, the authors estimate that the 
middle latitudes of the northern hemisphere acted as a net sink of about 0.2 Gt C yr-1, 
simply due to perturbations in climate. For the entire period simulated, the global total 
uptake due to climate fluctuations was 20 ± 5 Gt C, as compared to an estimate of 30-35 
Gt from deconvolution of the ice core record (Houghton, 1989). Indeed the year-to-year 
variations of the global NEP calculated in this study were strongly correlated with the de-
convolution estimates of Houghton (1989), although smaller in magnitude. The authors 
suggested that the extra uptake inferred from the ice-core record might be due to en-
hanced NPP as a result of CO2 or N fertilization.

2.6 Modeling Atmosphere-Biosphere Interactions – 

A Convergence of Technologies

It should be clear from the preceding discussion that the carbon cycle brings together 
processes that have traditionally been the domain of many disciplines. Seasonal uptake 
and release of carbon at the land surface are controlled by the biochemical and physiolog-
ical processes of photosynthesis and respiration, but also by larger-scale ecosystem-level 
processes such as nutrient cycling in the soil and local climate (see section 1.3.3). Uptake 
and efflux at the air-sea interface are controlled by physical and chemical processes, bio-
logical productivity and nutrient cycling, and the large-scale motion field of the deep 
ocean (see section 1.4). Atmospheric transport and mixing play an important role in the 
geographic and seasonal patterns of CO2 concentration (see sections 2.4 and 2.5.1). Over 
the longer term, ecological considerations may control the responses of terrestrial ecosys-
tems to rising CO2 concentrations which lead to sequestration or release of large amounts 
of carbon (see section 2.5.3). Finally, all of these processes interact with climate on time 
scales from minutes to decades. In the past decade or so, major progress in understand-
ing the interactions between climate, terrestrial ecology, and atmospheric transport of 
CO2 has been made by simulation modelers working at a variety of scales from individu-
al plant cells to the global atmosphere. 

Terrestrial ecologists have generalized models developed by plant physiologists to 
represent experimental plots (Running, 1992; Parton, et al., 1992), and by simplifying 
their logic were able to extend these models upward in spatial scale to encompass land-
scapes, watersheds, and regions. Hydrology and primary productivity were simulated for 
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forested watersheds by Knight et al. (1985), and later at regional scale by Running and 
Coughlan (1988) and Running et al. (1989). Running’s model (now called BIOME-BGC) 
has since evolved (Running, 1992) to include the ability to simulate other biomes, includ-
ing grasslands, tundra, and tropical forests (Running and Hunt, 1993). Parton et al. 
(1987) developed the CENTURY model (see Fig. 2.4) to simulate the decomposition of 

soil organic matter and related nutrient cycling processes in grasslands; CENTURY and 
similar models have since been extended to temperate forests (Aber, et al., 1991) and to 
tropical forests (Sanford et al., 1991). Another group of ecologists built a regional-scale 
model called the Terrestrial Ecosystem Model (TEM) and used it to simulate water bal-
ance and NPP over all of South America (Raich et al., 1991), and even the entire global 

FIGURE  2.4: Structure of the CENTURY model after Parton (1992). The model 
predicts changes in organic matter quantity and composition in seven 
plant and soil reservoirs. The rate of turnover between reservoirs is 
controlled by climatological factors, soil texture, and nutrient content.
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terrestrial biosphere (Melillo et al., 1993). A similar global calculation was performed re-
cently by Potter et al. (1993), using a model derived from CENTURY. All of these models 
require information about climate at the land surface on the model grid; these data have 
been supplied from climatological summaries and satellite data. 

As terrestrial ecologists have simplified their models and extended them to ever larg-
er spatial domains, atmospheric modelers have begun to incorporate more detailed sub-
models of the land surface into their calculations, primarily to provide better boundary 
conditions to the atmosphere. Atmospheric models require information about surface 
fluxes of sensible and latent heat, radiative energy, water, and momentum at the model 
time step (generally seconds to minutes), and interactions between these parameters are 
controlled by the physiology of vegetation and land surface hydrology. Earlier models 
prescribed surface properties such as albedo and roughness length from various maps de-
rived independently of one another. Hydrologic processes like percolation of rainfall, sur-
face runoff, and evapotranspiration from the vegetated land surface were calculated from 
simple conceptual models bearing little resemblance to the actual physical processes in-
volved (Manabe, 1969). Biophysically based models such as the Simple Biosphere (SiB) 
model (Sellers et al., 1986) and the Biosphere-Atmosphere Transfer Scheme (BATS; 
Dickinson et al., 1986) represented a major departure from these earlier schemes. Vegeta-
tion was explicitly represented for the first time, and the partition of surface energy bud-
gets into sensible and latent heat fluxes was done by considering physiological responses 
of simulated leaves, stems, and bare ground to incoming radiation. SiB represented vege-
tation in two-layers, an upper canopy and lower-growing ground cover (see Fig. 2.5), 
while BATS used a single layer to calculate its energy budget and fluxes. (A newer ver-
sion of SiB uses a single vegetation canopy; Sellers et al., 1994a). Water fluxes from the 
land to the atmosphere were divided into direct evaporation from the soil surface, transpi-
ration from the root zone of the soil (limited by stomatal conductance in the leaves), and 
evaporation of intercepted water on canopy surfaces. Sato, et al. (1989) showed that for 
most biomes the diurnal cycle of the surface fluxes and especially surface temperatures 
were more realistic using SiB than using the earlier “bucket” surface hydrology.

As atmospheric models incorporated biophysically based land surface parameteriza-
tions, unexpected problems sometimes arose from the coupling because of the feedbacks 
between biological and atmospheric processes. Some experiments with SiB, for example, 
showed that when the simulated turbulent planetary boundary layer (PBL) became very 
hot and dry, the stomatal conductance of the plant canopy approached zero, leading to 
even hotter and drier air due to increased sensible and decreased latent heat flux from the 
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surface (Piers Sellers, personal communication). This unrealistically strong positive feed-
back between the vegetation and the atmosphere could lead to persistent drought in a 
GCM, and probably resulted from the fact that the equations used to prescribe the re-
sponse of stomatal conductance to atmospheric heat and water stress were derived from 
laboratory and plot-scale experiments in which the plants had little direct effect on the 
properties of the air. 

The problems of unrealistic feedback loops between the canopy and the PBL have 
been alleviated by a reconsideration of the factors that actually regulate stomatal aperture 
in plant canopies. Rather than the more traditional description of stomatal conductance in 
terms of empirically-derived response curves to environmental stress, Ball (1988) (see 
also Ball, et al., 1986 and Ball, 1987) showed that stomatal behavior could be described 
in terms of demand for CO2 at the cellular level in the leaves. He applied a biochemical 
model of the kinetics of the carboxylating enzyme Rubisco (Farquhar et al., 1980) to cal-

FIGURE  2.5: Structure of the SiB model after Sellers et al. (1986). Fluxes are indicated by 
arrows (H is sensible heat flux and λE is latent heat flux) and are calculated 
as the gradient of the scalar quantities (T for temperature, e for vapor 
pressure, ψ for water potential) divided by empirically defined resistances. 
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culate the changes in stomatal conductance in intact leaves of various plants in terms of 
the changes in concentration gradients across the stomatal opening resulting from the me-
tabolism of CO2 in chloroplasts. Collatz et al. (1991) extended this logic to the plant and 
canopy level by incorporating the effects of a leaf boundary layer through which gases 
must diffuse when entering or exiting stomata (see Fig. 2.6). 

Sellers et al. (1992a) used an innovative canopy integration scheme to incorporate 
this biochemical mechanism into SiB (the updated model is hereinafter referred to as 
SiB2). They argued that because the biochemical machinery of photosynthetic carbon as-
similation is obtained by plant leaves at a cost of scarce organic nitrogen (a key constitu-
ent of the enzyme Rubisco), plant canopies must partition their Rubisco resources 
according to the available incident light, where their nitrogen investment will “pay off” 
in terms of gains in carbon (Field and Mooney, 1986). They assumed an exponential de-
crease in Rubisco concentration downward through plant canopies in response to the ex-
ponential decrease in incident radiation due to shading by upper leaves. This 
simplification allowed the variation of stomatal conductance in the canopy to be integrat-
ed in closed form, leading to a relatively simple parameterization of the overall canopy 
resistance to water and heat flux. Sellers et al. (1992c) showed that this level of biologi-
cal realism and detail produced excellent agreement with micrometeorologically mea-
sured fluxes over a natural grassland, and scaled very well from small experimental plots 

FIGURE  2.6: Schematic showing stomatal structure in a plant leaf as simulated by Collatz et 
al., 1991 and illustrated by Sellers, et al., 1992b. Photosynthetically-active 
radiation (PAR) drives the carboxylation reaction in chloroplasts, reducing the 
internal CO2 concentration. The resulting gradient in pCO2 across the stomatal 
pore causes CO2 uptake by diffusion. Water vapor loss (transpiration) is a 
consequence because the air in the stomatal cavity is saturated with respect to 
water. The guard cells act to regulate stomatal opening for optimum CO2 gain 
while minimizing water loss.
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to large heterogeneous areas. (The updated model, referred to in this study as SiB2, also 
has a simplified single-layer canopy structure. The new formulation is described in detail 
by Sellers et al. (1994a), and is summarized in section 3.3.2 of this report).

Besides providing atmospheric models with more accurate and robust estimates of 
surface fluxes of energy, water, and momentum, SiB2 predicts the photosynthetic uptake 
of carbon based on biochemically realistic methods. Thus a level of coupling between cli-
mate and carbon uptake is achieved in this model which has not been possible before. 
Whereas modeling of terrestrial NPP has in the past involved prescribing climatological 
data from sparse observations, SiB2 can be coupled directly to an atmospheric GCM, pro-
viding surface boundary conditions to the atmosphere and receiving meteorological forc-
ing in return. A major advantage of coupling biophysically and biochemically realistic 
terrestrial vegetation models and hydrologically realistic soil models with atmospheric 
models is that all the components receive information from each other which is internally 
consistent. This allows both a meaningful examination of the feedbacks and interactions 
among the various systems and simulation of responses to conditions outside the realm 
of experimental observations. 

Addressing the questions involving the CO2 fertilization effect (Mooney et al., 1991) 
and the “missing” terrestrial sink (TFT90) will require coupling among at least three sys-
tems (soils, vegetation, and atmosphere), including a parameterization of organic matter 
decomposition in the soil which is not currently available in SiB2. There are serious 
problems to overcome in coupling these systems in models. One of the biggest difficul-
ties is the difference in both spatial and temporal scales which need to be resolved in the 
various submodels (Bretherton et al., 1992). Another is specification of land surface 
properties such as leaf area index (LAI), soil hydraulic conductivity and rooting depth at 
fine spatial resolution over the entire land surface of the Earth. Many properties of vege-
tation can now be determined from satellite data (Justice et al., 1985; Goward et al., 
1985, 1987; Sellers, 1985, 1987). Unfortunately, this is not true of important soil parame-
ters, which must be estimated from sparse published data which were not designed to 
drive ecosystem models (Running, 1992).

The modeling efforts of terrestrial ecologists and atmospheric scientists are converg-
ing in an environment of unprecedented computer power at a time when understanding 
the coupling between these systems is crucial for our understanding of the global carbon 
cycle. Cooperation among scientists in disciplines that have traditionally been unfamiliar 
with each others’ literature and jargon is required to construct the coupled models that 
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will be needed to address the “missing sink” issue. It seems certain that the rest of this de-
cade will be a time of rapid progress in this area. I hope that the current study can con-
tribute in some way to these efforts.

2.7 Summary

Research in quantifying the amount of CO2 in the air and the mechanisms controlling 
it began more than 100 years ago, but suffered from inadequate instrumentation until the 
1950’s. Beginning in 1957, reliable and precise concentration measurements became 
available at a large number of remote sites around the world, which quickly led to the re-
alization that CO2 concentration was increasing rapidly (section 2.1). 

By comparing the rising concentration of CO2 in the air with economic inventories of 
fuel consumption, it became clear that a large sink was consuming about half of the car-
bon emitted by anthropogenic fossil fuel combustion. Box-diffusion models of the ocean 
were developed to account for sequestration of atmospheric CO2 in the oceans, and they 
were apparently able to account for most of the difference between fuel consumption and 
atmospheric increase, so the global budget seemed to be balanced. Observations of the 
penetration of bomb-produced 14C were used to refine the box-diffusion models of the 
ocean, and by the mid-1970’s some workers suggested that a small terrestrial sink was 
necessary to close the budget. 

Bolin (1977) challenged this view of the global carbon budget by pointing out that 
changes in land use patterns were almost certainly releasing large quantities of CO2 into 
the atmosphere, particularly in the tropics. He estimated that this source amounted to 
nearly as much annual flux as the fossil fuel emissions, and suggested that the ocean 
models were significantly underestimating the amount of annual uptake. Geochemical 
ocean modelers and terrestrial ecologists argued this point in the literature, leading to 
some groundbreaking studies of terrestrial carbon flux and much-refined versions of the 
ocean models (section 2.2). In the mid-1980’s, when Antarctic ice cores were analyzed 
for CO2 concentrations in gas bubbles, a reliable history of changes in atmospheric con-
centration became available for the first time. Analysis of these data suggested that al-
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though the terrestrial biosphere had been a large source of CO2 to the atmosphere over 
time, large releases of biospheric carbon were no longer occurring, and that the bio-
sphere might even be a small net sink. 

Another class of studies used the improving global observational data on geographic 
and temporal variability in atmospheric CO2 (section 2.3) to try to unravel the patterns of 
sources and sinks at the Earth’s surface using simulation models of atmospheric transport 
(section 2.4). These studies showed that the although the secular trend in CO2 was due to 
fossil fuel emissions, the seasonal variations were driven primarily by the seasonal 
growth and decay of terrestrial plants. In addition, they suggested that although the ocean 
was certainly absorbing a large amount of CO2, a “missing” sink must also exist in the 
northern terrestrial biosphere to account for the relatively small meridional gradient in an-
nual mean concentration. 

Tans et al. (1990) used a compilation of available observations of air-sea gas fluxes 
to suggest that the uptake of CO2 by northern hemisphere oceans was much less than had 
been assumed in earlier studies. By using a global, three-dimensional tracer transport 
model in conjunction with available observations of atmospheric CO2 they also showed 
that a large sink in the northern middle latitudes was necessary to explain the meridional 
gradient (as had also been demonstrated before). Their conclusion was that this northern 
sink must be in the terrestrial biosphere rather than the northern oceans. 

The TFT90 paper set off a fresh wave of controversy in the literature (section 2.5). A 
new generation of three-dimensional ocean models had been developed which supported 
a much larger sink for anthropogenic CO2 than argued for by Tans et al. Also, the con-
cept of the terrestrial biosphere as a large sink for CO2 ran counter to the sensibilities of 
the terrestrial ecologists, who had been arguing for a large source due to land use pertur-
bations. Some of the conflict with the ocean modelers appears to be a matter of different 
definitions of flux into the ocean, and of separating gross carbon uptake into natural and 
anthropogenic components (Sarmiento and Sunquist, 1992), but a real reconciliation of 
model results and surface observations of carbon flux will have to await further work.

Terrestrial ecologists have risen to the challenge of explaining how the biosphere can 
simultaneously lose carbon from large areas of anthropogenic disturbance (like tropical 
deforestation) and yet be a large sink for anthropogenic carbon on the global scale. It 
now seems clear that direct fertilization of terrestrial ecosystems by increased atmospher-
ic CO2 or by nutrient deposition, temperate zone reforestation, differential response of 
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photosynthesis and respiration to changing climate, or some combination of these factors 
can account for at least most of the “missing” terrestrial sink. A new class of terrestrial 
ecosystem models has emerged (section 2.6) which can be used in conjunction with cli-
mate models to provide more insight into this problem.
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This chapter contains five sections. The basic strategy used is discussed in section 
3.1, in terms of the overall objectives listed in section 1.7. Section 3.2 briefly discusses 
the theory of modeling a passive atmospheric tracer, then presents the rationale for the 
choice of the 18 tracers used in this study to investigate atmospheric transport and sur-
face fluxes of CO2. The tracers are defined and briefly described in section 3.2.2, but a 
full accounting of how they were coded and the input data used to define their surface 
fluxes is deferred until section 3.4.

Section 3.3 describes the Colorado State University (CSU) general circulation model 
(GCM), which I modified to study the behavior of CO2 in the atmosphere. This discus-
sion includes a brief review of the history of the CSU GCM, its structure, and previous re-
sults obtained with the model, followed by a detailed description of those algorithms 
used to simulate the transport of CO2 in the model, and how my modifications were cod-
ed. 

The surface flux data used to drive the atmospheric model are presented in Section 
3.4. Finally, Section 3.5 discusses the computational aspects of the simulations I per-
formed.

3.1 Basic Strategy

As discussed in section 1.7, this study is intended to serve two main purposes (repeat-
ed here for convenience): 

1) to investigate the surface fluxes and atmospheric transport of CO2 in order to 
better understand the global carbon cycle, and
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2) to serve as a building block for the integration of models of the atmosphere 
and the terrestrial biosphere, which will facilitate future work in elucidating 
the linkages between these components of the Earth system.

The first objective stems from the current controversy in the carbon cycle research 
community (see section 2.5). Although Tans et al. (1990, herein TFT90) estimated that 
the oceans take up less than 1 Gt yr-1 of carbon from the atmosphere, Sarmiento et al. 
(1992) calculated that at least 1.9 Gt yr-1 of anthropogenic carbon is being added to the 
oceans. Although Sarmiento and Sundquist (1992) showed that the discrepancy between 
these estimates may not be as great as it seemed at first, the problem of simultaneously 
balancing the global carbon budget and accounting for the weaker-than-expected meridi-
onal gradient in CO2 concentration remains vexing. Sarmiento et al. (1992) considered 
the possibility that the simulated meridional mixing in the GISS tracer model used by 
TFT90 might be too weak, but concluded that since the interhemispheric mixing proper-
ties had been calibrated against the observed meridional profile of krypton-85, this was 
not likely to be the cause of the problem. 

Although the representation of atmospheric transport in models of the carbon cycle 
has been progressively more detailed in the past two decades, even the state-of-the-sci-
ence calculation by TFT90 used a highly simplified model by the standards of meteorolo-
gists and climate modelers. The off-line tracer transport was determined from GCM-
simulated winds saved only once every four hours, and the vertical mixing by cumulus 
convection was driven by a matrix of “mixing frequency” between each pair of levels 
saved from the GCM as a monthly mean. Heimann and Keeling (1989) found that the in-
terhemispheric mixing of the GISS tracer model was extremely sensitive to the intensity 
of this monthly convective frequency. Surface fluxes of CO2 were also prescribed as 
monthly means. Such a coarse temporal representation of tracer fluxes and transport can-
not capture such processes as correlations between surface wind fields and the diurnal cy-
cle of cumulus convection, or the “pumping” of CO2 into the free troposphere that could 
result from diurnal growth and decay of the turbulent PBL (Randall et al., 1991). 

In order to address the possibility that a more detailed representation of atmospheric 
transport might result in different results from those obtained by TFT90, this study re-
peats their calculations to a large degree, but the tracer simulation is performed on-line in 
the CSU GCM. Tracer transport by advective processes is calculated at the model time 
step of six minutes, and convective transports are calculated every hour. The possible ef-
fects of diurnal correlations among tracer fluxes, cumulus convection, and PBL evolu-
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tion are investigated in detail. Many of the tracers I used were driven by the same surface 
flux maps used by TFT90, so a direct comparison of the results can be made. Tracers are 
chosen to allow the same a posteriori analysis of meridional gradients performed by 
TFT90, so that many scenarios of global carbon budgets may be tested against the NOAA 
flask observations. The vertical and interhemispheric mixing properties of the CSU GCM 
are examined by simulating the transport of 222Rn and 85Kr, as has been done for the off-
line tracer models by Keeling et al. (1989) and TFT90.

Almost all current estimates of global fluxes suggest a large terrestrial sink in the 
northern hemisphere. Such a sink may be due to the direct effect of CO2 fertilization 
(Mooney et al., 1991), indirect fertilization effects of nitrogen deposition (Schindler et 
al., 1993), an imbalance of primary production and decomposition resulting from climate 
fluctuations (Dai and Fung, 1993), or some combination of these effects. In any case, 
even a sink of 3 or 4 Gt C yr-1 represents only a small perturbation (about 5% of global 
NPP) to the huge seasonal fluxes into and out of the terrestrial biosphere. It seems unlike-
ly that such a small signal will be discernible by direct measurement anytime in the near 
future, so investigation of this phenomenon is likely to depend on realistic coupling be-
tween atmospheric and ecological models for some time to come.

Physiologically based simulation modeling of vegetation has progressed to the point 
that the first global calculations have recently been published (Melillo et al., 1993; Potter 
et al.,1993). At the same time, recent advances in land surface parameterization for 
GCMs make truly coupled simulations of the atmosphere and terrestrial biosphere a tan-
talizing possibility (Sellers et al., 1992a; 1994a, b; Randall et al., 1994). Before such 
models can be successfully used to investigate the “missing” terrestrial sink, at least two 
ingredients will need to be added: atmospheric transport of the important chemical con-
stituents that affect the behavior of the biosphere, and a parameterization of the decompo-
sition of soil organic matter. This study takes several steps toward those ends, by adding 
passive trace gases as prognostic variables to the CSU GCM, building some of the logical 
and numerical “hooks” needed to allow interactive coupling between these trace gases 
and SiB2, and testing two new representations of seasonal exchange of CO2 at the land 
surface (SiB2 and the Carnegie-Ames-Stanford (CASA) model of Potter et al., 1993) 
against CO2 flask station observations. 
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3.2 Tracer Modeling

3.2.1 Modeling of a passive atmospheric tracer

In general, the local time rate of change in any passive atmospheric quantity q is giv-
en by

 (3.1)

ρ is the density of the air, V is the three-dimensional wind vector, and Sq is a volumetric 
source or sink. The overbar indicates grid cell averaged quantities and the primes 
indicate subgrid-scale deviations from these averages. The adjective “passive” in this 
context means that the wind V is not affected in any way (even indirectly) by the 
concentration of the tracer. 

The first term on the right-hand side of (3.1) refers to explicitly resolved tracer trans-
port (advection) by the mean flow, and the second term to parameterized processes affect-
ing the concentration that occur at spatial scales too small to be explicitly resolved by the 
model. Sub-grid scale fluxes represented in the model include turbulent diffusion in a 
well mixed planetary boundary layer, vertical mixing due to dry convection, and vertical 
transport by penetrative cumulus convection. The formulation of each of these processes 
in the GCM is discussed in section 3.3. Convection resulting from instability in higher 
layers is parameterized by a moist adjustment process (Manabe et al., 1965; see section 
3.3), but I have not attempted to represent vertical transport of CO2 by this process. Ex-
changes of mass between the PBL and the free troposphere also occur in the model in the 
presence of boundary layer clouds. This process is referred to as “layer cloud instability” 
(Suarez et al., 1983). For simplicity I have neglected its effect on the simulated tracer 
concentrations.

Volumetric sources and sinks of CO2 due to the oxidation of reduced carbon com-
pounds such as CH4 and CO in the atmosphere constitute a source of perhaps 1 Gt C yr-1 
(Tans et al., 1994). This source is one to two orders of magnitude smaller than the bound-
ary fluxes due to biological activity at the land surface and air-sea exchange, and is ne-

t∂
∂ ρq( ) ∇– • ρqV( ) ∇– • ρ′q′V′( ) Sq+=
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glected in this study for computational convenience. Radioactive decay of two of the 
simulated tracers (see section 3.4.6) is included as part of the Sq term in (3.1).

In the case of CO2 then, the only represented sources and sinks are at the Earth’s sur-
face, and so are included as boundary conditions. The boundary flux is assumed to be ho-
mogeneous across the horizontal area represented by a grid cell, and to mix 
instantaneously throughout the vertical extent of the planetary boundary layer by turbu-
lent diffusion, and so is included in the second term on the right-hand side of (3.1). 

So long as the boundary fluxes of a tracer do not depend nonlinearly on the concen-
tration of the tracer, equation (3.1) is linear in q. This makes it possible to divide the 
problem into convenient parts by defining an arbitrary number of passive tracers whose 
concentrations sum to the total CO2 concentration. Each tracer can have unique source 
and sink distributions at the lower boundary, and linear combinations can be constructed 
to study various aspects of the transport of atmospheric CO2. I have taken advantage of 
this property of linear systems by simulating a number of tracer concentrations simulta-
neously. Since the tracers are independent of one another, the results are identical to 
those that would result from performing many experiments with different boundary flux-
es (computationally expensive because the tracers are simulated on-line in the full GCM). 
Since tracer transport is determined by the atmosphere and not by the nature of the tracer 
(it is not dependent, for example, on the molecular weight or chemical properties of the 
tracer), only the boundary fluxes must be specified separately for each tracer. In imple-
menting prognostic CO2 in the CSU GCM, I have represented these as of prescribed, sea-
sonally- and geographically-varying surface fluxes (see section 3.4).

3.2.2 Choice of Tracers 

Simulation of a number of tracers was required to address the objectives outlined in 
section 3.1. This section defines the 18 tracers to represent CO2 in the CSU GCM, and de-
scribes the rationale for choosing them. Detailed maps of the surface fluxes of the tracers 
as well as the sources for these data and the methods used to prescribe them to the model 
are presented later (in section 3.4). 

Evaluation of the effect of the more detailed atmospheric transport in the CSU GCM 
as compared to the GISS tracer model required that most of the experiment of TFT90 be 
repeated. Comparison with their results required a minimum of five types of tracers be in-
cluded in the calculation:
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1) Anthropogenic emissions of CO2 due to fuel combustion and cement manufac-
ture;

2) Releases of CO2 from the terrestrial biosphere due to land use changes 
(primarily tropical deforestation);

3) Exchange of CO2 at the surface of the oceans;

4) Seasonal exchange of CO2 between the atmosphere and terrestrial biosphere;

5) Some representation of the “missing” terrestrial sink.

Eighteen tracers were implemented in the CSU GCM to represent these five basic pro-
cesses and to evaluate the simulated transport; they are summarized in Table  3.1. Items 
1 and 2 in the above list require one tracer each (T1 and T2), and were implemented exact-
ly as done by TFT90. I chose to use six different tracers (T3 – T8) to represent the air-sea 
exchange, again using a representation as similar as possible to that of TFT90. In addi-
tion, three different tracers (T9, T15, and T18) were used to evaluate different parameter-
izations of seasonal exchange with the terrestrial biosphere; five possible scenarios (T10 - 
T14) were simulated for a terrestrial missing sink; and two more (T16 and T17) were im-
plemented to evaluate the transport characteristics of the CSU GCM. The numbers of the 
tracers are unimportant and reflect programming considerations rather than qualitative 
similarities between consecutively numbered tracers. The rationale for choosing these 
particular tracers is described in Table 3.1. 

3.2.2.1 Air-Sea Gas Exchange

In order to assess the geographic distribution of the air-sea exchange, several differ-
ent tracers must be defined with sources and sinks prescribed over different regions of 
the oceans. Therefore item (3) in the list above must be divided into a number of separate 
tracers. It seems reasonable to do this based on similarities of the surface fluxes over 
ocean regions; TFT90 specified six such regions in their calculation (their table 2), 
which were later combined into their various “basis functions” to test global budget sce-
narios. In order to allow a detailed comparison with their study, I defined six tracers (T3 
– T8) to represent air-sea exchange of CO2 based on the regional divisions in TFT90 (see 
Table  3.1). The specific latitudes and longitudes used to define boundaries between the 
regions of influence of the tracers are slightly different than the TFT90 boundaries 
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shown in the table because of the different grid cell boundaries used in the CSU GCM 
(see section 3.4.3). 

Table 3.1:  Tracers Used in this Study

Anthropogenic Emissions

T1 Industrial Emissions after Marland (1989)

T2 Tropical Deforestation after Houghton et al. (1987)

Regional Ocean Fluxes

T3 Subarctic Atlantic north of 50°N

T4 North Atlantic Gyre 15°N to 50°N

T5 North Pacific Ocean north of 15°N

T6 Equatorial Oceans 15°S to 15°N

T7 Combined Southern Gyres 15°S to 50°S

T8 Antarctic Oceans south of 50°S

Seasonal Terrestrial Biosphere

T9 NDVI driven Fung et al. (1987)

T15 CASA NEP Model Potter et al. (1993)
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3.2.2.2 Seasonal Exchange with the Terrestrial Biosphere

The seasonal biosphere was represented by TFT90 using a scheme derived and tested 
by Fung et al. (1987) in which published estimates of NPP were spread out over the year 
according to a satellite vegetation index (NDVI) to represent photosynthetic uptake, and 
an equal amount of carbon was released over a simulated year according to monthly 
mean temperature, representing ecosystem respiration (see section 2.4.2.4). I have includ-
ed this representation in the present study (T9) to allow a direct comparison with earlier 
work. Even though the sources and sinks of this tracer are purely seasonal, with annual 
net flux equal to zero at all grid points, correlations between atmospheric transport and 
the surface flux lead to an annual mean meridional gradient in concentration (Heimann 
and Keeling, 1986; Fung et al., 1987). Therefore a global budget scenario calculated by 
matching linear combinations of tracers against observed concentrations may be affected 
by the representation of the seasonal fluxes even though they have no net contribution to 
the global budget. To evaluate this possibility, and to test new ideas about modeling the 
seasonal fluxes, I included two additional tracers (T15 and T18) representing seasonal ex-
change with the terrestrial biosphere. The new seasonal fluxes are driven by new models 
of terrestrial ecosystem function. 

T18 SiB2 (Prognostic) Flux On-line calculation

Net Terrestrial Sinks

T10 CO2 Fertilization (NPP based) Strongest in tropics

T11
CO2 Fertilization (drought stress 

and NPP based) Strongest in subtropics

T12 Temperate Forests biome-specific

T13 Boreal Forests biome-specific

T14 Tundra biome-specific

Radioactive Trace Gases

T16 Krypton-85 Interhemispheric mixing

T17 Radon-222 Vertical Mixing

Table 3.1:  Tracers Used in this Study
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Surface fluxes of tracer T15 were calculated by the Carnegie-Ames-Stanford (CASA) 
model (Potter et al.,1993). The CASA model uses satellite-based NDVI and climatologi-
cal data to drive a model of NPP, a soil hydrology submodel, and a nutrient-cycling-soil 
decomposition submodel based on CENTURY (Parton et al., 1992). The resulting season-
al fluxes of CO2 to the atmosphere as published by Potter et al. (1993) were quite differ-
ent from those of Fung et al. (1987), so an experiment using these fluxes to drive an 
atmospheric simulation could be very enlightening. The fluxes used in this study were 
obtained using a slightly different formulation for soil decomposition than the published 
version of the model; these changes are discussed in section 3.4.4. 

Surface exchange of tracer T18 was determined on-line in SiB2. This was a departure 
from all the other tracers which were prescribed from monthly maps derived separately 
from the GCM. The fluxes of T18 represent photosynthetic uptake and release of CO2 
from plant respiration and soil decomposition. Uptake is determined directly by SiB2 us-
ing the enzyme kinetics models of Collatz et al. (1991, 1992) integrated to the canopy 
scale by the method of Sellers et al. (1992a), as discussed in section 2.6 and explained in 
detail in section 3.3.2. The model uses this information to calculate the stomatal conduc-
tance and related energy and water fluxes; it was relatively simple to add code to apply 
the calculated carbon assimilation to the atmospheric tracer. The rate of decomposition 
of soil organic matter is calculated only diagnostically in SiB2, and is parameterized fol-
lowing Raich et al. (1991) as a function of soil temperature and moisture (which are 
prognostic variables in SiB2, see section 3.3.2). This diagnostic variable was used in con-
cert with the calculated assimilation rate to determine the net uptake of CO2 at the land 
surface on the model time step of six minutes (the equations used are described in sec-
tion 3.4.4). Tracer T18 was therefore the only one with surface fluxes that responded to 
the diurnal cycle in the model, with photosynthesis dominating respiration during the 
growing season in the daytime, and respiration dominating at night. 

Besides providing an additional view of seasonal exchange with the terrestrial biota 
to compare with the behavior of the fluxes (of tracer T9) derived by Fung et al. (1987), 
the inclusion of tracers T15 and T18 provide a framework for future work in coupling bio-
logical and atmospheric processes in the CSU GCM. As simple as the representation of 
gas exchange is in the code for surface flux of the SiB2 tracer (T18), this is a crucial link 
between the biochemical model in SiB2 and the simulated atmosphere. The inclusion of 
a fully prognostic CO2 variable is a first step toward possible future simulations of iso-
tope fractionation, CO2 fertilization, or other atmosphere-biosphere interactions. In the 
present study, the interaction is restricted to one direction only: SiB2 can change the lo-
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cal atmospheric concentration of CO2, but the information does not feed back to SiB. 
The assimilation calculation is done assuming a constant and uniform concentration of 
350 ppm. This precludes any immediate conclusions about the effects of increased CO2 
on the simulated ecosystems, but prevents the kind of pathological behavior of runaway 
positive feedbacks sometimes encountered when new interactions are allowed in a simu-
lation model (e.g., climate drift in coupled ocean-atmosphere GCMs, see Meehl, 1989). 
A more realistic calculation of the direct effects of increased CO2 on the global biosphere 
will require a somewhat more sophisticated parameterization of soil decomposition than 
is now possible using the simple diagnostic equation of soil temperature and moisture 
content. Some progress in this area is expected from a collaboration of the CASA authors 
with the SiB authors over the next few years as part of NASA’s Mission to Planet Earth 
program (Piers Sellers and Christopher Potter, personal communication). The inclusion 
of the CASA fluxes in the present study is therefore a way both to test the resulting geo-
graphic and seasonal patterns against the flask observations and to evaluate key parts of 
the model logic in preparation for integrating some of these principles in SiB.

3.2.2.3 The “Missing” Terrestrial Sink

The direct calculation of the net ecosystem production of the terrestrial biosphere and 
its role in and response to the rising CO2 concentration of the atmosphere is an intriguing 
possibility for a future experiment with some descendant of a coupled SiB-GCM-CASA 
model, but is beyond the scope of this study. Nevertheless, some representation of a 
large terrestrial sink will most likely be necessary to close the global carbon budget un-
less the GCM transport leads to dramatically different results from those of earlier stud-
ies. I chose to represent five scenarios for such a “missing” sink with tracers T10 – T14. 

The first two of these tracers represent a sink due to direct CO2 fertilization. Annual 
total fluxes of tracer T10 are proportional to NPP at each terrestrial grid point, following 
earlier studies (e.g., Keeling, 1973; Heimann and Keeling, 1989, TFT90) which assumed 
the effect of elevated CO2 on ecosystems is to increase NPP by a certain fraction without 
a compensating increase in ecosystem respiration. Many field studies have found that the 
direct CO2 fertilization effect is much stronger in plants that are water-limited, due to the 
increased water use efficiency of stomatal function under enhanced CO2 conditions 
(Mooney et al., 1991). This effect is simulated by setting the total annual sink of tracer 
T11 proportional to both NPP and annual mean water stress, as measured by a diagnostic 
parameter calculated in SiB2 (the equations used are presented in section 3.4.5). 
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 Considerable uncertainty exists regarding the nature of the “missing” sink (see sec-
tion 2.5.3), which may not be due to the direct effects of CO2 fertilization at all, but rath-
er to enhanced atmospheric deposition of nutrients (Duce et al., 1991; Schindler et al., 
1993), perturbations in the balance between NPP and ecosystem respiration due to cli-
mate fluctuations (Dai and Fung, 1993), some combination of these processes, or some 
other process not yet understood. Moreover, the results of TFT90 and Keeling et al. 
(1989) suggest that this sink is strongest in the middle to high latitudes of the northern 
hemisphere, yet tracer T10 has its maximum sink in the tropics (where NPP is greatest) 
and T11 has a maximum sink in the subtropics (where drought stress is strongest). Al-
though these tracers have sinks which are based on some understanding of biological re-
sponses to increased atmospheric CO2, their geographic distributions make them unlikely 
to provide the necessary influence on the meridional profile of simulated CO2. Tracers 
T12 – T14 are therefore defined as biome-specific sinks of an unspecified nature in the 
temperate forest, the boreal forest, and the tundra regions, respectively. All of the “miss-
ing sink” tracers T10 – T14 have surface fluxes which vary seasonally according to NDVI.

3.2.2.4 Radioactive Tracers for Model Validation

Tracers T16 and T17 do not represent CO2 at all, but rather simulate the behavior of 
the radioisotopes 85Kr and 222Rn, which can be used to evaluate the simulated interhemi-
spheric mixing and vertical mixing of the GCM, respectively (Jacob et al., 1987; He-
imann and Keeling, 1989). Krypton-85 has a half-life of 10.8 yr (Jacob et al., 1987), and 
is produced as a by-product of nuclear fuels reprocessing. Because all of its sources are 
in the northern hemisphere, the rate of penetration of the tracer into the southern hemi-
sphere can be used to measure the rate of interhemispheric mixing. Heimann and Keel-
ing (1989) evaluated the intensity of vertical overturning in their model by simulating the 
concentration of Radon-222 (222Rn). This radioisotope is an unreactive noble gas with a 
half-life of only 3.82 days, and is produced naturally in rocks and soils as an intermedi-
ate product in the decay chain of Uranium-238 to Lead-206 (Faure, 1977). Because of its 
short half-life, the concentration of 222Rn diminishes rapidly with height; by comparing 
the vertical profile of the simulated tracer with that observed in several experiments, a 
measure of the accuracy of the vertical mixing of the model atmosphere can be obtained. 
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3.3 The Atmospheric Model

3.3.1 Brief Description of the CSU GCM

The CSU GCM has been derived from the UCLA GCM, which was developed at UC-
LA, over a period of 20 years, by Prof. A. Arakawa and collaborators. A copy of the mod-
el was brought to the Goddard Laboratory for Atmospheres in 1982, and from there to 
CSU in 1988. Many changes have been made since the model left UCLA, including re-
vised parameterizations of solar and terrestrial radiation (Harshvardhan et al., 1987), the 
PBL (Randall et al., 1992), and cumulus convection (Randall and Pan, 1993), and new 
parameterizations of land-surface processes (Sellers et al., 1986, 1989, 1992a, b, c, 
1994a, b), and cloud microphysical processes (Fowler et al., 1994). Some recent results 
are presented by Harshvardhan et al. (1989), Randall et al. (1989, 1991, 1994), Stephens 
et al. (1993), and Fowler and Randall (1994). 

The prognostic variables of the CSU GCM are: potential temperature; the mixing ra-
tios of water vapor; the horizontal wind components; the pressure thicknesses of the free 
troposphere and the PBL; the turbulence kinetic energy of the PBL, the temperature of 
the plant canopy, the ground surface, and the “deep” soil at land points and the ice tem-
perature at land ice and sea ice points; the depth of both snow and intercepted surface liq-
uid water and the stomatal conductance at land points; the kinetic energy associated with 
cumulus convection; and the 18 tracers implemented in this study. The governing equa-
tions are finite-differenced, using highly conservative schemes (Arakawa and Lamb, 
1977, 1981). Fourier filtering of the mass flux and pressure gradient vectors is used to 
maintain computational stability near the poles (Arakawa and Lamb, 1977). The model 
has been programmed so that the horizontal and vertical resolutions and the pressure of 
the model top are easily varied. The code is portable enough to run on a variety of com-
puters. 

A key feature of the CSU GCM is its formulation in terms of a modified sigma coordi-
nate, in which the PBL top is a coordinate surface, and the PBL itself is the lowest model 
layer (Suarez et al., 1983). This vertical coordinate is defined as 
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(3.2)

where pT, pI, pB, and pS represent the pressure at the top of the model, the tropopause, 
the top of the PBL, and the surface, respectively.

The PBL depth is calculated prognostically from

 (3.3)

where  is the pressure thickness of the PBL, E is the rate of turbulent 
entrainment at the PBL top, and MB is the mass flux into the base of cumulus clouds, 
which is calculated by the cumulus parameterization. Thus the mass sources and sinks 
for the PBL consist of large-scale convergence or divergence, turbulent entrainment, and 
the cumulus mass flux. The turbulence kinetic energy (TKE, eM) of the PBL has recently 
been introduced as a new prognostic variable, simplifying the entrainment calculation 
(Randall et al., 1992). Turbulent entrainment can be driven by positive buoyancy fluxes, 
or by shear of the mean wind in the surface layer or at the PBL top, and is derived from 
the prognostic equation for the TKE,

(3.4)

where B and S represent TKE production by buoyancy fluxes and shear, respectively, and 
D represents dissipation of TKE. 

The cumulus mass flux and the warming and drying of the free atmosphere due to cu-
mulus convection are determined through the cumulus parameterization of Arakawa and 
Schubert (1974; see also Lord et al., 1982), as recently revised to include the ice phase 
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and a prognostic equation for the turbulence kinetic energy associated with cumulus con-
vection (Randall and Pan, 1993). Cumulus friction is included. 

The Arakawa-Schubert parameterization currently applies only to clouds that draw 
their mass from the PBL. There are also moist convective motions that originate above 
the PBL, which are parameterized through a conventional moist convective adjustment 
scheme (Suarez et al., 1983). Dry convection is also simulated in the model whenever ad-
jacent layers become statically unstable ( ). If at least one superadiabatic pair 
of layers is found in a column, the column is examined to find the upper and lower 
bounds of the unstable layer(s). In each unstable region, potential temperature and mois-
ture are homogenized, and the process is repeated iteratively until the column is statical-
ly stable.

The radiation parameterization of the model has been revised by Harshvardhan et al. 
(1987). The terrestrial radiation parameterization includes radiative flux divergence due 
to water vapor, carbon dioxide, and ozone. The solar radiation parameterization includes 
Rayleigh scattering and absorption by water vapor and ozone, and simulates both the di-
urnal and seasonal cycles. A complete (solar and terrestrial) radiation calculation is done 
once per simulated hour, in order to resolve adequately the diurnal cycle and the effects 
of transient cloudiness (Wilson and Mitchell, 1986). For the present study, a zonally uni-
form ozone distribution was prescribed as a function of latitude and height from the ob-
servations of McPeters et al. (1984). 

Stratiform clouds and precipitation are simulated by a new parameterization 
(EAULIQ) of liquid and ice cloud microphysics (Fowler et al., 1994; Fowler and Randall, 
1994; see Fig. 3.1). Five prognostic variables are used to track the mixing ratios of water 
vapor, cloud water, cloud ice, and falling rain and snow in the model, with transforma-
tion between phases representing condensation, freezing, melting, ice deposition, evapo-
ration, sublimation, and mixed-phase physical processes (graupel and hail are neglected). 
Large-scale saturation at the grid scale can lead to formation of cloud water and ice, and 
the cumulus parameterization also provides detrained water and ice as inputs to EAULIQ. 
In order to allow microphysical transformations among the five phases of water sub-
stance simulated in the model, rain and snow particles do not fall instantly to the ground 
but rather are time-stepped explicitly, with collection, evaporation, melting, and freezing 
occurring during their descent. Optical and infrared radiative properties of the clouds are 
parameterized according to the cloud water, cloud ice, and snow paths for grid cells in 
which the condensate mixing ratio exceeds 10-5 kg kg-1 (less dense condensate is as-

θ σ∂⁄∂ 0>
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sumed to be radiatively inactive). No clouds may form in the model above the 100 mb 
level, and no parameterization of fractional cloudiness is used in the free troposphere.

Stratocumulus clouds are assumed to be present in the PBL whenever the tempera-
ture and mixing ratio at the PBL top (as determined by a mixed-layer assumption) corre-
spond to supersaturation, provided that cloud-top entrainment instability does not occur. 
The cloud fraction in the PBL is set to 1 when such clouds are more than 12.5 mb deep, 
and decreases linearly to zero as their depth decreases. The presence of the stratocumulus 
clouds is felt through both the radiation and entrainment parameterizations. The latter 
takes into account the generation of turbulence kinetic energy through increased buoyan-
cy fluxes associated with phase changes and highly concentrated cloud-top radiative 
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FIGURE  3.1: Structure of EAULIQ, the cloud microphysics parameterization used by the CSU 
GCM. After Fowler et al., 1994.
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cooling (Randall 1980, 1984). As a result of these cloud-enhanced buoyancy fluxes, the 
presence of a stratocumulus layer in the PBL tends to favor more rapid entrainment and, 
therefore, a deeper PBL.

When cloud-top entrainment instability occurs, the PBL is assumed to exchange 
mass with the free atmosphere. The amount of mass exchanged is that required to re-
move the supersaturation, or to restore stability, whichever is less. The PBL depth is as-
sumed to remain unchanged during this process, which is referred to as “layer cloud 
instability” (LCI). 

The prescribed boundary conditions of the GCM include realistic topography, and the 
observed climatological seasonally varying global distributions of sea-surface tempera-
ture, sea-ice thickness, surface albedo, and surface roughness, as well as seasonally vary-
ing morphological and physiological parameters for the land-surface vegetation. The 
surface albedo of the ocean is zenith-angle dependent, following Briegleb et al. (1986), 
who used the data of Payne (1972). 

The albedo of the vegetated land surface is determined according to the method of 
Sellers et al. (1986, Appendix B), which includes the effects of snow cover. The fraction 
of the ground covered by snow is not permitted to exceed 0.8. The albedo of sea ice is 
0.8 in the visible, and 0.4 in the near infrared, except that when the temperature of the 
sea ice is within 0.05 K of the melting point, these values are replaced by 0.48 and 0.24, 
respectively. The albedo of land ice is 0.8 in the visible and 0.5 in the near infrared. 

3.3.2 The Simple Biosphere Model (SiB2)

For vegetated land points, the surface fluxes of sensible and latent heat are deter-
mined using the Simple Biosphere (SiB) parameterization developed by Sellers et al. 
(1986). SiB has recently undergone substantial modification (Sellers et al., 1994a, b; 
Randall et al., 1994), and is now referred to as SiB2. The second vegetation layer 
(ground cover) that was present in the original model as described by Sellers et al. 
(1986) has been removed, but the model otherwise has a similar structure to that shown 
in Fig. 2.5 (Chapter 2). The other major change is in the calculation of stomatal and cano-
py conductance as discussed in section 2.6; since this parameterization is used to deter-
mine the surface fluxes of tracer T18, it is described in detail here.
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Vegetation is represented in SiB by one of nine cover types or “biomes.” Some of the 
twelve biomes defined in the earlier SiB model have been combined and others have 
been redefined (cf. Dorman and Sellers, 1989; see Table  3.2). Individual vegetation ele-
ments are considered to be evenly spaced, and their root systems are assumed to extend 
uniformly throughout the entire grid-area. The depth and density of the root systems de-
termine the amount of soil moisture available for evapotranspiration. Since the soil under 
a dense vegetation canopy intercepts less radiation and may be aerodynamically shel-
tered, the energy available to the covered soil is small, and the component terms of the 
soil energy budget (evaporation, sensible heat flux and ground heat flux) are correspond-
ingly reduced. There is a thin upper soil layer from which there can be a significant rate 
of withdrawal of water by direct evaporation into the air when the pores of the soil are at 
or near saturation. Beneath the root zone, there is an underlying recharge layer within 
which the transfer of water is governed only by gravitational drainage and hydraulic dif-
fusion. The morphological parameters used in SiB are given in Table 1a of Sellers et al. 
(1986). 

Table 3.2:  Cover Types (Biomes) Represented in SiB and SiB2

SiB1 SiB2

Type Name Type Name

1 Broadleaf evergreen trees 1 Broadleaf evergreen trees

2 Broadleaf deciduous trees 2 Broadleaf deciduous tree

3 Broadleaf & needleleaf trees 3 Broadleaf & needleleaf trees

4 Needleleaf evergreen trees 4 Needleleaf evergreen trees

5 Needleleaf-deciduous trees 5 Needleleaf-deciduous trees

6 Broadleaf trees with groundcover 6
Short vegetation /

 C4 Grassland7 Perennial grasslands 6

8 Broadleaf shrubs with grass 6

9 Broadleaf shrubs with bare soil 7 Broadleaf shrubs with bare soil

10 Tundra 8 Tundra

11 Bare Soil and Desert 6 Short vegetation /
 C4 Grassland

12 Cultivation 9 Cultivation /
C3 Grassland



110 

CHAPTER 3:  Methods

Vegetative canopies also intercept precipitation, and can store the equivalent of sever-
al mm of water on the leaf surfaces. The evaporation of this intercepted water reduces 
the precipitation input into the soil and reduces the local Bowen ratio, sometimes to nega-
tive values.

Vegetative canopies strongly absorb photosynthetically active radiation (PAR), in the 
wavelength interval 0.4 - 0.72 micrometers (µm), and are moderately reflective in the 
near-infrared region (0.72 µm - 4.0 µm). In contrast, bare ground generally exhibits a 
gradual increase in reflectivity with wavelength over the interval of 0.4 - 4.0 µm. The in-
coming short-wave radiation is partitioned into diffuse and direct-beam components, be-
cause the absorption and scattering coefficients of canopies are highly dependent upon 
the angle of the incident flux. Following Dickinson (1983), the two-stream approxima-
tion is used to determine the surface albedo and the radiation absorption by the canopy 
and the surface, as functions of the spectral properties and angular orientation of the 
stems and leaves. The boundary conditions are provided by the incoming radiative flux 
above the canopy and the reflective properties of the soil beneath it.

Stomatal conductance is predicted in the CSU GCM by a new method (Collatz et al., 
1991, 1992; Sellers et al., 1992a, b; Sellers et al., 1994a) that includes explicit treatment 
of the carbon assimilation rate by photosynthesis. The regulation of stomatal conduc-
tance by plants can be seen as an optimization problem: they seek to maximize their abili-
ty to import atmospheric CO2 while at the same time minimizing water losses. Since both 
uptake of CO2 and loss of water by transpiration are regulated by the stomatal conduc-
tance, they are calculated together in SiB2 using biochemical models of photosynthesis 
based on the work of Farquhar et al. (1980) and Berry and Farquhar (1978). The links be-
tween photosynthetic carbon assimilation and stomatal conductance are represented in 
SiB2 following the models of Collatz et al. (1991, 1992; see Fig. 3.2). An extra set of 
variables has been added to the stomatal model: the CO2 concentration is defined in the 
interior of the plant (Ci), at the surface of the leaves (Cs, inside the laminar leaf boundary 
layer), and outside the leaf boundary layer in the canopy air space (expressed as partial 
pressure in Pa). Fluxes of water vapor, sensible heat, and CO2 are expressed as differenc-
es in potentials divided by resistances. The sensible heat flux, H is given by

, (3.5)H
Ts Ta–( )

rb
--------------------- gb Ts Ta–( )= =
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where Ts and Ta are the temperature at the leaf surface and in the canopy air space, 
respectively, and gb=1/rb is the leaf boundary layer conductance. For water vapor,

, (3.6)

where Hi, Hs, and Ha are the water vapor concentration (mol mol-1) in the leaf interior, at 
the leaf surface, and in the canopy air space, respectively, and gs=1/rs is the stomatal 
conductance. The leaf interior is assumed always to be saturated with respect to water 
vapor, so that Hs/Hi = hs, the relative humidity at the leaf surface. 

The diffusive flow of CO2 into the stomata (net assimilation, An) is similarly ex-
pressed as

 , (3.7)

where An is expressed in mol CO2 m-2 s-1, ps is the surface pressure in Pa, and the 
constant factors 1.4 and 1.6 account for the different molecular diffusivities of CO2 and 
water vapor in the leaf boundary layer and the stomatal pores, respectively. The partial 

FIGURE  3.2: Detail of stomatal structure in SiB2 as described by Collatz et al. 
(1991) and illustrated by Sellers et al. (1992a). Compare to Fig. 2.5 in 
Chapter 2. Symbols are defined in the text.
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pressure of CO2 in the canopy air space is assumed to be a uniform constant of 355 ppm 
times ps. 

The concentration of CO2 in the leaf interior is calculated from the leaf surface con-
centration and the assimilation rate

. (3.8)

Following Collatz et al. (1991, 1992) and Ball (1988), stomatal conductance, the car-
bon assimilation rate, and the CO2 concentration at the leaf surfaces are assumed to be re-
lated by 

. (3.9)

The coefficients m and b are empirically-derived slope and intercept of the (assumed 
linear) relationship between  and gs. The intercept b represents the 
resistance when the stomata are completely closed (also called the cuticle resistance). 
The units of both gs and b in (3.9) are µmol m-2 s-1. The slope m is nondimensional. 
Collatz et al. (1991) used an iterative procedure to simultaneously solve for gs, An, and 
Ci. For computational efficiency, gs is updated as a prognostic variable in SiB2, using a 
scheme which relaxes the new value of gs toward that predicted from (3.9), while using 
the “old” value to calculate An and Ci. 

The net assimilation rate An is modeled as limited by the kinetics of the carboxyla-
tion enzyme Rubisco, by electron transport (a series of reactions that take place when 
green plant cells are illuminated with visible radiation), and by buildup of the sugars and 
starches that are the end products of photosynthesis1. 

Farquhar et al. (1980) used a simple minimum of the three limits to calculate the as-
similation rate

1.  The discussion here refers to C3 photosynthesis (see section 2.4.2.4). A somewhat different formulation is used for C4 
plants (such as tropical and subtropical grasses of SiB2 biome 7). The links between photosynthesis and canopy con-
ductance are identical, but the specific equations used are not presented here. The interested reader is referred to Collatz 
et al. (1992).

Ci Cs
1.6An

gs
--------------ps–=

gs m
Anhs
Cs

----------- p b+=

Anhs Cs⁄( ) p
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(3.10)

where ωc is the carbon-limited rate of photosynthesis (often referred to as Rubisco-
limited, since the rate is determined by Rubisco enzyme kinetics), ωe is the rate limited 
by electron transport (light-limited), ωs is the end product-limited (or sink-limited) rate, 
and Rd is the rate of carbon loss due to “dark” respiration. SiB2 uses a smoothed function 
to avoid abrupt transitions from one limitation to another (Collatz et al., 1991) by 
expressing the rate limitations in terms of simultaneous quadratics: 

(3.11)

where ωp is the “smoothed” minimum (found by choosing the smallest root of (3.11)), 
and βCe and βps are “coupling coefficients” which can range from 0 to 1 (typical values 
are 0.8 to 0.99). 

The Rubisco limited assimilation rate, ωc is calculated from 

(3.12)

where Kc and Ko are kinetic rate constants for the carboxylation and oxidation reactions, 
respectively (see section 2.5.3, page 78), O2 is the partial pressure of oxygen in the plant 
cells, and Vm is the maximum carboxylation rate. The parameter  is called the “CO2 
compensation point,” which is the concentration of CO2 below which carboxylation is 
slower than the competing oxygenation reaction. The maximum possible rate of the 
carboxylation reaction Vm is scaled from the “optimum” rate to reflect changes in 
environmental conditions. The carboxylation rate is given by 

, (3.13)

where Vmax is the unstressed maximum reaction rate (essentially a measure of the 
Rubisco concentration). The rate is reduced by the environmental stress inhibition 

An min ωC ωe ωs, ,( ) Rd–=

βCeωp
2 ωp ωC ωe+( )– ωeωC+ 0=

βpsA
2 A ωp ωs+( )– ωpωs+ 0=

ωC Vm
ci Γ–

ci KC 1 O2 KO⁄+( )+
--------------------------------------------------=

Γ

Vm Vmax fHi TC( )fΨ w2( )=
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functions fΨ(w2), representing moisture stress and fHi(TC), representing high temperature 
stress. These inhibition functions are given by 

, (3.14)

where Tc is the canopy temperature, , and Ψroot is the water 
potential in the root zone of the soil (w2 is the volumetric water content of the second 
soil layer). The biome-specific parameters mHT and HHT define the slopes and half-
heights of fHi(TC), and Ψc is a “critical” value for root-zone water potential. The value of 
f(Ψ) is constrained to lie between 10-4 (for very dry soils) and 1.0 (for very moist soils).

The light-limited assimilation rate ωe is computed as

 (3.15)

where  is the intensity of the incident photosynthetically-active radiation normal to 
the leaf surface, ε is the quantum efficiency for CO2 uptake (the number of moles of CO2 
fixed per mole of photons absorbed by chlorophyll molecules, another biome-specific 
parameter), and ωv is the shortwave albedo of the leaf. 

Finally, the end product inhibition limited assimilation rate ωs is computed as 

. (3.16)

Conceptually, this expression reflects the assumption that the capacity to utilize the 
immediate products of photosynthesis scales linearly with the Rubisco concentration in 
the leaf (which is not unreasonable since both represent leaf nitrogen allocation). The 
assimilation rate is reduced by a moisture stress factor as defined above and by a low-
temperature inhibition factor defined by 

fHi TC( ) 2
Qt 1 exp mHT TC HHT–( )[ ]+( )⁄=

fΨ w2( ) 1 exp Ψc Ψroot–( ) 50⁄[ ]+{ } 1–=

Qt TC 298–( ) 10⁄=

ωe F n•( )ε 1 ωv–( )
ci Γ–

ci 2Γ+
-----------------=

F n•

ωs
Vmax

2
----------- fΨ TC( ) fLow TC( )=
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(3.17)

where mLT and HLT are biome-specific parameters defining the slope and half-height of 
fLow(TC).

The net assimilation must also reflect the loss of CO2 due to leaf respiration, Rd. This 
is not to be confused with the wasteful photorespiration which results from competitive 
inhibition of the carboxylation activity of Rubisco, but is a necessary part of plant metab-
olism. In SiB2, the rate of autotrophic “dark” respiration is given as

, (3.18)

where aRD, TRDA, and TRDM are biome-specific parameters.

The equations presented here are based on considerations of local conditions (inter-
nal CO2 concentration, Rubisco activity, light intensity, etc.) at the scale of a single chlo-
roplast or at most a single leaf. Sellers et al. (1992a) extended the applicability of the 
model by performing an integration through the full plant canopy. This was made possi-
ble by assuming that the distribution of Rubisco activity (i.e. Vm) in the canopy reflects 
the time-mean distribution of PAR. This assumption is justified based on studies of the 
economics of nitrogen allocation in plants (e.g. Field and Mooney, 1986; Cowan, 1986; 
Givnish, 1986), which suggest exactly such a partition to maximize the return in energy 
for a given investment in scarce nitrogen. Nitrogen is allocated by plants to construct 
Rubisco where it will “do the most good” by allowing the plant to assimilate the most 
carbon. This means the “sun leaves” at the top of the canopy have the greatest photosyn-
thetic capacity (Rubisco content), and that Rubisco levels decline in the canopy with the 
degree of shading by upper leaves.

Sellers et al. (1992a) applied Beer’s Law for interception and absorption of PAR to 
express the net assimilation and stomatal conductance for the entire canopy as closed-
form integrals which are solved analytically. They showed that the quantities defined by 
equations (3.8) through (3.18) can be converted from “top leaf” values to canopy-inte-
grated values simply by multiplying by the “canopy PAR use parameter,”

fLow TC( ) 1.8
Qt

1 exp mLT HLT TC–( )[ ]+
-------------------------------------------------------------=

Rd
aRDVmax0f Ψ( )2.0

Qt

1 exp TRDA TC TRDM–( )( )+
--------------------------------------------------------------------=
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. (3.19)

In (3.19), k is the extinction coefficient for PAR flux in the canopy, LAI is the total leaf 
area index (leaf area per unit ground surface area), FPAR is the fraction of PAR absorbed 
in the canopy, and the overbars indicate time-mean values of these quantities. All three 
quantities in this expression can be estimated from spectral vegetation indices (such as 
NDVI). In SiB2, these parameters (and many others) are calculated as described by 
Sellers et al. (1994) using NDVI data on a 1° × 1° global grid recently generated from 
NOAA Advanced Very High Resolution Radiometer data as described by Los et al. 
(1994).

3.3.3 Model Parameters for this Study

Two finite difference grids were used in this study: “standard” experiments used a 
horizontal grid of 4° latitude by 5° longitude with 17 levels in the vertical and a time step 
of 6 minutes; and “low-resolution” experiments used a horizontal grid of 7.2° latitude by 
9° longitude, with 9 levels in the vertical and a time step of 10 minutes (Fig. 3.3, see also 
section 3.5). The prognostic variables of the CSU GCM are staggered with respect to this 
grid in such a way that “mass” type variables (pressure, temperature, moisture, CO2, etc.) 
are defined in the centers of the grid cells in Fig. 3.3, zonal wind is defined one half grid 
cell to the east, and meridional wind is defined one half grid cell to the south (Arakawa 
and Lamb, 1977, Grid “C”). For reasons explained by Arakawa and Lamb (1981), the 
row of grid cells closest to each pole spans six degrees of latitude instead of the four de-
grees occupied by all the “internal” grid cells in the standard run; the polar grid cells in 
the low-resolution model span 10.8° of latitude. In both the low-resolution and the stan-
dard simulations, the top of the model atmosphere at 51.3 mb. 

Both experiments used a one hour time step for the “physics” (radiation, cumulus 
convection, moist adjustment, large scale precipitation, LCI, PBL processes and surface 
fluxes). The increments calculated by the “physics” each hour are divided into equal frac-
tions (the number of dynamics time steps per physics time step) and added incrementally 
in “eyedropper” fashion every dynamics time step (six or ten minutes). The model uses 
leapfrog time differencing for the dynamics time steps, with a Matsuno time step once 
per hour. 

Π 1 exp k LAI–( )–
k

---------------------------------------- FPAR
k

---------------= =
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FIGURE  3.3: Horizontal grids used in the CSU GCM for this study. (a) The standard (4° 
× 5°) grid; (b) the low-resolution (7.2° × 9°) grid. Numbers along the left 
and bottom margins are indices used in the model. The land-sea mask of 
the GCM is indicated by the heavy lines, and the numbers in each grid cell 
indicate the SiB2 biome (vegetation type, see Table  3.2). Unlabeled land 
points are covered by perpetual ice.
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The vertical structure of the low-resolution model is shown in Fig. 3.4. One addition-
al level is included in the standard model’s “stratosphere” and seven additional levels are 
included in the standard model’s free troposphere. Both versions use a single, variable-
depth bulk boundary layer as their lowest atmospheric level.

3.3.4 Horizontal Advection

Horizontal advection of all 18 of the CO2 tracers was by a second-order, centered-in-
space, leapfrog-in-time scheme. It is recognized that this scheme is prone to dispersion 
errors in the presence of strong gradients (Rood, 1987), but since the CO2 tracers were in-
tegrated from a globally uniform initial condition and the surface fluxes of most tracers 
are orders of magnitude smaller than the “background” concentrations, this was general-
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FIGURE  3.4: Vertical Structure of the low-resolution version of the model atmosphere in this 
study. MB and MC are the cumulus mass flux at the base of and in the interior 
of each cloud type, respectively, and E is the rate of turbulent entrainment at 
the top of the PBL. Other symbols are defined in the text.
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ly not a problem. The only significant exceptions were the radioactive tracers T16 and 
T17. Because all of the sources of 85Kr are point sources (nine nuclear fuels reprocessing 
plants) and 222Rn is emitted only on land, very strong gradients in the concentration of 
T16 were produced in the PBL in the vicinity of the point sources and in the concentra-
tion of T17 near most coastlines. In these cases, negative concentrations frequently devel-
oped in the model due to more tracer being removed from a given grid cell than its total 
inventory of the tracer. Because this problem only occurred for the radioactive tracers 
and not the CO2 tracers, I chose to simply fill the “holes” (negative concentrations) in the 
fields of these two tracers by adding enough tracer to bring the concentration to zero and 
then applying a multiplicative scaling to every other atmospheric value such that the glo-
bal total mass of each tracer was conserved at each time step. 

I recognize that this procedure causes computational “diffusion” of the radioactive 
tracers; this is particularly unfortunate because these tracers are intended to measure the 
realism of the simulated mixing in the GCM. Nevertheless, since the hole-filling algo-
rithm was not applied to the simulated CO2, the conclusions regarding the global carbon 
budget and atmospheric transport of CO2 are unaffected. Every grid cell in the model at-
mosphere was checked for negative concentration of all 18 tracers in every dynamical 
time step; aside from the radioactive tracers, no hole was ever found. 

3.3.5 Vertical Advection

Above the top of the PBL, vertical advection of CO2 was accomplished by a second 
order, centered-in-space, leapfrog-in-time scheme. The vertical fluxes were based on lay-
er-edge values which were simply the average of the layer center values above and be-
low. At the PBL top, a first-order upstream scheme was applied separately for turbulent 
entrainment and loss of tracer mass from the PBL due to cumulus mass flux. This is also 
the method used for vertical advection of all the other “mass-like” variables in the GCM.

3.3.6 Cumulus Convection

In the cumulus parameterization, an ensemble of clouds of multiple heights is consid-
ered to exist in those model columns in which cumulus convection occurs (Arakawa and 
Schubert, 1974; Lord, 1978; Lord and Arakawa, 1980; Lord, 1982, Lord et al., 1982). 
The clouds all originate at the top of the PBL and extend to some (or even all) of the oth-
er layer-tops in the model atmosphere. The model calculates the amount of cumulus 
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available potential energy in a grid column, and then apportions the release of this energy 
into one or more “types” of clouds defined by the fractional amount of entrainment of en-
vironmental air into the cloud as it passes through each layer. The fractional entrainment 
rate is not considered to vary with height. In-cloud air in each type of cloud has the prop-
erties of the PBL at cloud base, but is altered by entrainment in each layer through which 
it passes. The top of each cloud type is determined by the level at which the in-cloud air 
(now diluted by entrainment) becomes neutrally buoyant with respect to the environ-
ment. The mass flux MC, due to each cloud type at the base of each layer in each grid col-
umn (see Fig. 3.4) is calculated by the Arakawa-Schubert parameterization. The 
availability of this flux makes calculation of the vertical transport of atmospheric tracers 
quite straightforward, and is one of the strengths of this cumulus parameterization.

The in-cloud air at the top of the PBL was assumed to have the tracer concentration 
of the PBL, since all the cloud air is drawn from the PBL. At each successive layer base 
above the PBL top, the in-cloud tracer concentration was calculated for each cloud type 
as

(3.20)

where CC(L) is the in-cloud concentration C(L) is the environmental concentration of the 
tracer at level L, and

  (3.21)

is the fractional entrainment rate of the cloud. The flux of each tracer into each model 
layer due to cumulus convection is simply MC(CC – C), the product of the cumulus mass 
flux into the layer and the difference in tracer concentration between the in-cloud air and 
the ambient or “environmental” air at that level. This calculation was performed for each 
level up to the top of each cloud, and the fluxes were summed over all types (top-
heights) of cloud present in the given grid column. The change in tracer concentration 
due to cumulus convection was then calculated as the divergence of the total tracer flux 
due to all cloud types. This calculation was performed only once per simulated hour, and 
one tenth of the change in concentration was applied incrementally in “eyedropper” 

CC L( )
CC L 1+( ) C L 1+( )λδz+

1 λδz+
---------------------------------------------------------------=

λδz
MC L( ) MC L 1+( )–

MC L 1+( )
------------------------------------------------≡
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fashion every six minutes (one sixth every ten minutes for the low-resolution 
simulations). 

Moist convection originating above the PBL is parameterized in the model as simple 
vertical overturning of the air with moisture condensed when a layer becomes supersatu-
rated (Manabe et al., 1965). I did not calculate vertical transport of the tracers by this pro-
cess.

3.3.7 Dry Convective Adjustment

The subroutine which controls dry convection in pairs of superadiabatic layers was 
modified to include vertical mixing of CO2. After horizontal and vertical advection has 
been performed in the dynamics routine (every six minutes), each column of air in the 
model is checked for unstable pairs of layers. If at least one pair of unstable layers (θL 
< θL+1 ) is found in a column, the column is examined in detail to find the upper and 
lower bounds of the unstable layer(s). In each unstable region, the total mass of the re-
gion and of each tracer was determined. The concentration of each tracer at each model 
level in the unstable region was then set to the mass of the tracer in the unstable region 
divided by the mass of the region. This process was repeated until the entire column was 
statically stable. This process is important over arid land areas (such as the Sahara) 
where surface heating is strong but there is little water vapor in the PBL to allow cumu-
lus convection. This situation is essentially an extension of the PBL, but the lowest mod-
el layer is not allowed to occupy more than 20% of the depth of the troposphere to 
prevent excessive loss of vertical resolution.

3.3.8 Radioactive Decay

The concentrations of tracers T16 and T17 are also updated due to radioactive decay, 
using the equation

 , (3.22)

where Cn is the “old” concentration and Cn+1 is the “new” concentration, and λD is the 
radioactive decay constant (2.042 × 10-9 s-1 for T16 and 2.097 × 10-6 s-1 for T17). 
Equation (3.22) is numerically unstable under leapfrog time differencing (Haltiner and 

Cn 1+ Cn λDCn∆t–=
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Williams, 1980), so the radioactive decay is performed only once per hour in the 
“physics” part of the model calculation, using a simple forward time step.

3.4 Input Data for the Atmospheric Model: 

Surface Fluxes of CO2

The surface flux data used to construct the scenarios evaluated in the TFT90 study 
were obtained from NASA GISS (Inez Fung, personal communication). These data con-
sisted of:

1) A map of emissions of CO2 from fossil fuel combustion and cement 
manufacturing in 1987;

2) A map of estimated emissions of CO2 to the atmosphere due to changes in 
land use (deforestation);

3) Twelve maps of monthly mean estimates of uptake and release of CO2 from 
the terrestrial biosphere due to photosynthesis and ecosystem respiration.

In the following subsections, I present maps of the surface flux of each tracer for each 
month of the year. I also describe the sources for these data, and the calculations I 
performed to convert them to the 4° × 5° grid used by the CSU GCM. The data used to 
drive the low-resolution experiments were derived from the standard resolution data; the 
procedures used to generate these fields are described in section 3.4.7

A word on the color schemes used in the color-filled contour maps in this document 
is in order. All of the color maps in this thesis use a 19 color “rainbow,” with the smallest 
values represented by dark purple and the largest values represented by bright red. I have 
consistently chosen the colors so that the “middle” color (light green) represents a “spe-
cial,” meaningful value: either zero, where appropriate, or the global (area-weighted) 
mean of the field. In the case of surface fluxes presented in this section, blue and purple 
values represent net loss of CO2 from the atmosphere and yellows, oranges, and reds rep-
resent a net gain of CO2 by the atmosphere. The contour values are the same among all 
the surface flux maps in this section, so that the same colors represent fluxes of the same 
magnitude across all of the surface flux maps. The unit of surface flux in these maps is 
10-9 kg m-2 s-1, which is equivalent to µg m-2 s-1. Note that the contour interval is not lin-
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ear in these maps, but is much finer at low values to show the geographic structure of 
fluxes which are relatively weak.

3.4.1 Tracer T1: Industrial Emissions of CO2

Surface fluxes of carbon to the atmosphere due to fossil fuel combustion and cement 
manufacture were derived from the data of Marland (1989), and were assumed not to 
vary seasonally. These data were used to define the sources for tracer T1 and are present-
ed in Fig. 3.5. These estimates were obtained by Marland (1989) from economic data by 

country. The global annual flux of carbon from anthropogenic sources in these estimates 
is 5.3 Gt. Marland (1989) suggests that this total is accurate to within ± 10%. TFT90 dis-
tributed Marland’s country by country data by population density on a 1° × 1° grid. I con-
verted these data to the 4° × 5° grid of the CSU GCM by averaging all the 1° × 1° grid 
cells contained in each of the larger CSU GCM grid cells. 
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Fossil Fuel Combustion and Cement Manufacture 

FIGURE  3.5: Flux of carbon to the atmosphere due to anthropogenic emissions.
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The emissions map shows that the source of this tracer is primarily in three regions 
of the world: North America, Europe, and eastern Asia. The greatest rate of grid-cell av-
eraged emissions is about 27.3 µg m-2 s-1 over western Europe. Secondary source re-
gions in the southern hemisphere, smaller both in the magnitude of the flux and the area 
of elevated emissions, are located along the east coast of South America, South Africa, 
and southeast Australia. Some areas of the figure appear to show emissions in the ocean 
(e.g., off the southeast coast of North America and northeast of Japan). These anomalous 
fluxes result from the relatively coarse resolution of the GCM, and the slightly different 
coastline as represented in the model and the plotting package. The fluxes of this tracer 
are zero at all points defined to be in the ocean by the model.

3.4.2 Tracer T2: Emissions Due to Changes in Land Use 

(Tropical Deforestation)

Fluxes of carbon from the land surface to the atmosphere in each country as a result 
of changes in land use were compiled by Houghton et al. (1987) (see section 2.2). 
TFT90 distributed the per-country fluxes uniformly on the same 1° × 1° grid as they used 
for anthropogenic emissions. Houghton et al. (1987) estimate the global annual net flux 
from this source to be between 1.0 and 2.6 Gt of C. The preferred scenario of TFT90 
used a scaled down deforestation flux of only 0.3 Gt C yr-1, but they distributed the flux 
exactly as was done by Houghton et al. (1987). To simplify the later analysis of the re-
sults, I scaled the global flux to be a source of exactly 1.0 Gt C yr-1. Having obtained the 
gridded data set used by TFT90, I averaged the 1° × 1° data onto the coarser 4° × 5° grid 
of the CSU GCM and multiplied each point value by a constant to bring the total flux up 
to 1.0 Gt. The resulting map of surface fluxes (which I have again assumed not to vary 
seasonally) is shown in Fig. 3.5. 

3.4.3 Tracers T3 - T8: Exchange Between the Atmosphere and 

the Ocean Surface

Because the tracer transport problem is linear in the tracer concentrations (see section 
3.2), the magnitude of the total source or sink of any of the regional ocean tracers can be 
scaled a posteriori to test any hypothesis about air-sea exchange of CO2, as was done by 
TFT90. To construct the flux data for the tracers T3 – T8, the oceans were divided by re-
gion, following the boundaries used by TFT90 as closely as the grid allowed (Fig. 3.7). 
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The sea-to-air flux of CO2 at each grid point was set such that the total annual source or 
sink of each tracer was exactly 1 Gt C yr-1. When ice was present at a given grid point, 
the flux was set to zero there until the ice melted. 

3.4.4 Seasonal Exchange with the Terrestrial Biosphere

Three tracers (T9, T15, and T18) were defined to represent seasonal exchanges with 
the terrestrial biosphere. Tracer T9 was driven by the monthly flux maps of Fung et al. 
(1987), as used by TFT90. The monthly estimates of net ecosystem flux made by the re-
vised CASA model (Potter et al., 1993) were used to drive tracer T15. The fluxes of tracer 
T18 were not prescribed from maps, but rather calculated at the dynamical time step of 
the GCM.
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Carbon Emissions Due to Tropical Deforestation 

FIGURE  3.6: Flux of carbon to the atmosphere due to land use changes (after 
Houghton et al., 1987)
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3.4.4.1 Tracer T9: Flux Maps of Fung et al. (1987)

TFT90 used net fluxes from the terrestrial biosphere to the atmosphere which were 
derived by Fung et al. (1987). That study (see section 2.4) used maximum-value compos-
ited monthly NDVI to estimate the seasonal phase of changes in net primary production. 
This seasonal pattern was then applied to estimates of annual net primary productivity de-
rived from field measurements published by other authors, according to a vegetation 
group (biome) classification. They used a simple function of temperature to estimate res-
piration fluxes from each biome. The global annual net flux from this source is nearly ze-
ro. I obtained these data on a 4° × 5° grid from NASA GISS. The only adjustments to 
these data were in the polar latitude strips, where the CSU GCM uses special 6° × 5° grid 
cells. The data vary seasonally. Twelve monthly maps of these fluxes are presented on 
the following pages (Figs. 3.8 through 3.8). 
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Carbon Flux from the Ocean Surface 

FIGURE  3.7: Surface fluxes of tracers T3 through T8, shown here for the standard model. 
The regional boundaries were slightly different in the low-resolution model. 
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Although these fluxes are purely seasonal (with no net source or sink in the annual 
mean), Fung et al. (1983, 1987) showed that they have an effect on the annual mean me-
ridional gradient of atmospheric CO2 because of correlations between the fluxes and at-
mospheric transport. In order to examine this behavior in the CSU GCM, I enforced the 
condition that the net annual flux equals zero by summing the twelve monthly fluxes at 
each grid point and then subtracting one-twelfth of the sum from each monthly value.

Even though they have no net effect on the global carbon budget in the annual mean, 
regional extrema of monthly surface fluxes into and out of the terrestrial biosphere are 
the most intense of all the tracers considered. In the winter months, surface fluxes in the 
high latitudes of northern hemisphere are near zero because the soils are frozen and there 
is little or no photosynthetic activity (Fig. 3.8). Further south, CO2 is released from soils 
in warmer regions where respiration exceeds photosynthesis during the season of mini-
mum productivity. The African Sahel is a net source of CO2 to the atmosphere at this 
time because carbon fixed during the rainy season is being released. Carbon uptake in 
the southern hemisphere tropics is a maximum at that time, however, as seasonal rains 
stimulate plant growth. As the spring progresses, soils thaw in the northern temperate lat-
itudes, and CO2 is released by respiration. 

Emissions of biospheric CO2 reach a maximum in May as boreal soils begin to thaw 
(Fig. 3.8), with large areas of Asia and North America releasing more than 10 µg C m-2 
s-1 (the most intense grid cell average emission rate is 33.8 µg m-2 s-1 in Alaska in June). 
By June, the seasonal rains in the southern tropics have stopped, and respiration over-
takes photosynthesis in these regions, which then become a net source of atmospheric 
CO2. As the growing season progresses in the northern midlatitudes, very strong uptake 
of CO2 occurs, exceeding 10 µg m-2 s-1 over most of the northern hemisphere 
landmasses. The greatest uptake rate is 76.2 µg m-2 s-1 in Alaska in August. Boreal re-
gions change from strong net sources to strong net sinks in just a couple of months. 
Strong uptake of CO2 by vegetation in the tropics of the northern hemisphere also occurs 
during this time as monsoon rains stimulate primary production in southern Asia and the 
African Sahel.

At the end of the summer, respiration releases much of the carbon that was fixed dur-
ing the growing season in the boreal and northern regions (Fig. 3.8). As the seasonal 
rains once again retreat southward through central Africa and out of Asia, these areas 
once again become net CO2 sources as well. By December, frozen boreal soils have once 
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again become neutral in terms of CO2 fluxes, and uptake exceeds respiratory fluxes in 
the southern tropics. 

3.4.4.2 Tracer T15: Revised CASA NEP Fluxes 

Potter et al. (1993) used global data sets of NDVI, incident solar radiation, and soil 
texture and organic matter content to drive a new model of Net Ecosystem Production 
(see section 2.6). Their approach was to construct simple models of NPP and soil mois-
ture based on published data and satellite imagery, and then use these models to drive a 
biochemical model of organic carbon and nitrogen cycling in the litter and soil. Esti-
mates of NPP were based on incident solar radiation, scaled by a photosynthetic efficien-
cy factor and reduced to account for effects of water limitation and temperature stress. 
The efficiency factor was assumed to be globally uniform (not biome dependent), and 
was determined by calibrating the NPP submodel against published values of NPP at 17 
sites in various biomes. The incident radiation was prescribed from satellite data and cli-
matological maps of cloudiness.

A “bucket” type soil moisture submodel was used to keep track of the total soil mois-
ture content at each (monthly) time step. The capacity of the “bucket” was varied accord-
ing to soil texture data prescribed from published data. Climatological data were used to 
update the soil moisture at each month, with precipitation added to the soil up to the field 
capacity, and losses to evapotranspiration estimated based on the equations of Thronth-
waite (1948), with a reduced drying rate in drier soils as derived by Saxton et al. (1986).

Each year’s new plant production was passed into the soil carbon submodel by pre-
scribing “litterfall” to occur according to month-to-month changes in LAI as determined 
from the satellite-derived NDVI data. Fluxes between the various carbon pools were cal-
culated according to temperature, soil moisture, soil texture, and the carbon-to-nitrogen 
(C:N) ratio of the material. Litter was represented as three separate components (leaves, 
roots, and woody material, see Fig. 3.11), with the leaf and root components having both 
structural (higher C:N ratio) and metabolic (lower C:N ratio) fractions. All decomposi-
tion was represented as being mediated by microbial activity, with microbial carbon 
pools having a much lower C:N content than the litter pools. Microbial decomposition 
then passed the organic material into two different soil pools, a “slow” pool which stored 
more easily decomposed material and an “old” pool which received more resistant mate-
rial (higher lignin content). 
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Fluxes between each carbon pool were represented as accompanied by companion 
fluxes of nitrogen. Plant production was allocated such that the plant tissue (as represent-
ed in the model by the litter produced) had the highest “quality” (lowest C:N ratio) appro-
priate for the biome. Plant production thus depleted a pool of available nitrogen that 
could be replenished by decomposition in the litter and soil. When insufficient nitrogen 
was available to maintain the optimum C:N ratio in the living plant material, litter C:N 
ratios increased, reducing the efficiency of microbial decomposition. Fluxes between the 
various reservoirs in the litter, microbes, and soils resulted in addition or removal of ni-
trogen from the available N pool, and could also lead to the release of carbon as CO2. 
The monthly mean flux of CO2 to the atmosphere was calculated as the difference be-
tween this microbial respiration and the monthly NPP.

The CASA model was integrated for 300 simulated years, after which time the sizes 
of the various carbon and nitrogen pools had stabilized. The resulting monthly NEP val-
ues showed stronger seasonality in the tropics than in the middle and high latitudes of the 
northern hemisphere (Potter et al., 1993, their plate 3), which is unexpected given the 

NPP
25-100

S_LEAF
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M_ROOT
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S_ROOT
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WOOD
260

LEAF_MIC
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MIN_N

SOIL_MIC
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SLOW
10-16

OLD
10-16

Lignin Lignin

Litter

Microbes

Soil Organic Matter

FIGURE  3.11: Compartmental structure of the soil carbon and nitrogen cycling submodel of 
CASA. The litter layer is divided into leaf, root, and woody pools. These are 
further divided into “structural (S_)” and “metabolic (M_)” components. The 
dashed arrows indicate fluxes of nitrogen which accompany carbon fluxes 
(indicated by the solid arrows). MIN_N is the mineral nitrogen pool. Numbers 
indicate the C:N ratios of the various pools. Arrows branching off from the various 
flux pathways indicate evolution of CO2 gas, which is released to the atmosphere. 
After Potter et al. (1993).
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much stronger seasonal amplitude of the CO2 concentrations observed at those latitudes 
(Conway et al., 1988), and is very different from the fluxes estimated by Fung et al. 
(1987) and used for my tracer T9. 

The unexpectedly weak seasonality in the estimated CO2 fluxes in the CASA model 
has been attributed to an overestimated sensitivity of soil respiration to soil temperature 
(Christopher Potter, personal communication). Decomposition rates in the published 
model were adjusted for the effects of temperature according to 

, (3.23)

where Ts is a scalar which was multiplied by the “optimum” decomposition rate, T is the 
monthly mean air temperature in Celsius, and Q10 = 2.0 is an empirical constant which 
represents the multiplicative increase in microbial decomposition rates for a 10° increase 
in temperature. In months when the prescribed climatological air temperature was very 
low, the simulated decomposition rate would be nearly zero. Since the annual integral of 
the soil decomposition must be near zero at equilibrium, this forced more of the 
respiration flux of CO2 into the warmer months of the year, when it “cancels out” the 
uptake by photosynthesis. 

To address this unrealistic result, the CASA model was run again using Q10 = 1.5, to 
reduce the temperature sensitivity and shift some of the respiration into the colder 
months (Christopher Potter, personal communication). The new monthly NEP fluxes 
were provided to me by James Randerson at Stanford University. I averaged the 1° × 1° 
data onto the 4° × 5° grid of the CSU GCM. The revised CASA fluxes did not give a pure-
ly seasonal effect on atmospheric CO2, but rather amounted to a small but significant net 
sink in the global annual integral. This may result from a slower approach of the soil car-
bon pools to equilibrium using the lower temperature sensitivity factor (Christopher Pot-
ter, personal communication). Since I want to compare the seasonal and geographic 
influence of these fluxes with those of Fung et al. (1987) in this study, I subtracted a frac-
tion of the annual integral from the monthly fluxes at each grid point, such that the annu-
al total flux at each 1° × 1° grid cell is exactly zero. 

Ts Q10
T 30–( ) 10⁄=
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3.4.4.3 Tracer T18: On-line Prognostic CO2 Exchange

Unlike all the other tracers, the flux of tracer T18 was not prescribed a priori as a 
boundary condition but was determined diagnostically on-line in the GCM calculation. 
Such a calculation is unprecedented in a global model. The flux of this tracer is calculat-
ed as 

(3.24)

where R is the release of CO2 from the ecosystem due to respiration and An is the 
assimilation due to photosynthesis. Since SiB2 already calculates the rate of CO2 
assimilation due to photosynthesis (see section 3.3.2), the second term on the right-hand 
side of (3.24) was easy to include in my calculation. The relative intensity of soil 
respiration is also calculated on a monthly mean basis as a diagnostic output of the SiB2 
model (here designated R*, the SiB2 variable name is soilscale), following the 
method used in the TEM model (Raich et al., 1991). To estimate an actual flux of CO2 
due to soil respiration, I scaled the soilscale diagnostic by the annual sum of net 
assimilation at each grid point, then calculated the flux of CO2 to the atmosphere as the 
difference between this estimated respiration flux and the net assimilation calculated by 
SiB2.

The soil respiration diagnostic R* is simply a measure of the relative effects of soil 
temperature and moisture on soil respiration. It is defined as

 , (3.25)

where

 (3.26)

F T18( ) R An–=

R* 2.0
Qtf M( )=

f M( ) 0.2 wsat
B+=

B
wzm wopt

zm–

wopt
zm 100zm–

-------------------------------
2

=
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The temperature response function uses the same  as is used 
elsewhere in SiB2 (see Fig. 3.12). This is a departure from the method of Raich et al. 

(1991), who used 273 K. The temperature used to define Qt in (3.24) is the mean of the 
surface soil temperature and the deep soil temperature. When the mean temperature in 
the soil column is below 273 K, the value of R* is set to zero.

The soil moisture response function is exactly as defined by Raich et al. (1991). The 
variable w in (3.26) is the fraction of the pore space occupied by water in the root zone 
(middle layer) of the soil. The parameters wsat, wopt, and zm are functions of soil texture 
prescribed from a lookup table using the values suggested by Raich et al. (1991). The 
curves produced by this equation for a variety of soil textures are shown in Fig. 3.13. 
Note that soil respiration is a maximum for some value wopt of soil moisture, and that res-
piration is less efficient under very dry or very wet conditions. The parameter zm deter-
mines the skewness of the curves in Fig. 3.13; it is higher for well-drained coarse-
textured soils and lower (negative) for clay soils. The parameter wsat determines the val-
ue of f(M) when the soil is completely saturated. The value of f(M) is always between 0.2 
and 1.0, so that the value of R* is usually between 0.0 and 1.0 for realistic soil conditions 
(it is never greater than 2.0 because of the negative correlation between soil temperature 
and soil moisture in hot climates). Raich et al. (1991) applied this function to het-
erotrophic (that is microbial) respiration only, but in SiB2 it is applied to the total soil res-
piration including root respiration. No attempt is made to represent litter decomposition 
directly.

Qt T 298–( ) 10⁄=
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FIGURE  3.12: Temperature response function for soil respiration in equation (3.25).
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Over the course of one year, the flux of CO2 from the atmosphere into the terrestrial 
biosphere at each model grid point is 

(3.27)

where An(t) is the net assimilation at each model time step as defined by (3.11). The local 
GPP as defined here is the total photosynthesis minus leaf respiration, whereas the 
conventional definition of this quantity would not subtract the leaf respiration. The flux 
of CO2 from the ecosystem due to respiration is calculated from R* according to

, (3.28)

so that the net flux of CO2 from every grid point is zero. In practice, the annual sums 
used in (3.27) and (3.28) are derived from the model output for the previous year and 
applied to the flux calculation at each time step in the current year. This means that if a 
multi-year trend is present in either GPP or the annual sum of R* there will be an 
imbalance between total uptake and release of carbon by the terrestrial biosphere at a 
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FIGURE  3.13: Effect of root zone soil moisture content on relative rate of soil 
respiration according to equation Fig. 3.26. After Raich et al. (1991).
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given grid point. Such a trend might be expected due to slow adjustment of soil moisture 
to the model climate, or to changing climate in the GCM. I used the end of a previous 
simulation with SiB2 to initialize my simulation to avoid such a problem (I used the end 
of a 30-year simulation to initialize my low-resolution experiments and the end of a 10-
year simulation to initialize my standard resolution experiments; see section 3.5). As 
long as no such trend is present, the long-term mean of the calculated CO2 flux at each 
grid point should be nearly zero.

3.4.4.4 Comparison of the Three Seasonal Flux Estimates

Because the surface flux of tracer T18 is calculated on-line in the GCM, it is not possi-
ble to know in advance exactly what the seasonal and geographic distribution of the flux 
will be as it is for the other tracers. By using monthly mean values of the fields used in 
the calculation of the flux, however, it is possible to estimate what these maps will look 
like from previous experiments with SiB2. Using monthly mean diagnostic output files 
for  and  from such a previous run, I used (3.24), (3.27), and (3.28) to generate 
monthly mean estimates of the flux of T18, recognizing that the numbers are somewhat 
different than those that would be determined on-line by using instantaneous values of 
An and R* and performing the averaging on the fluxes directly.

Fig. 3.14 compares the seasonal patterns of uptake and release of CO2 by the terrestri-
al biosphere summed over the 4° latitude zones of the CSU GCM, as represented in trac-
ers T9, T15, and T18. The three formulations of the seasonal fluxes show the most striking 
differences in the middle latitudes of the northern hemisphere. Tracer T9 has much great-
er seasonal amplitude in this region than either of the other two tracers, and has a double-
peaked structure to its annual cycle. Emissions due to respiration in the biosphere exceed 
150 × 109 kg month-1 in the northern spring and fall, with rapid transitions in June and 
September between net sources and sinks (compare to Fig. 3.8 through Fig. 3.8). Tracer 
T15 also shows this double-peak structure in the northern midlatitudes, but the amplitude 
is much smaller, with respiration emissions spread out into the northern winter as well as 
the spring and fall. This may be due to sensitivity of the decomposition rate to tempera-
ture, as discussed in section 3.4.4.2 above; the fluxes used here show considerably higher 
seasonal amplitude than those in the original Potter et al. (1993) paper (see their Plate 
3a). Tracer T18 (fluxes estimated off-line from a previous simulation) shows much weak-
er emissions from the biosphere in the northern spring than either of the other two formu-
lations, but instead places most of the annual respiration in the northern autumn, at 

An R*
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Fung et al., 1987  

CASA Model NEP  

SiB-Derived NEP 
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FIGURE  3.14: Zonal total flux of carbon from the terrestrial biosphere to the atmosphere 
for (a) tracer T9, (b) tracer T15, and (c) tracer T18. The contour interval is 
100 × 109 kg C per 4° latitude zone per month. Absolute values greater or 
less than 150 × 109 kg mo-1 have been shaded in all three plots.

a

c
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which time the fluxes are higher even than those of tracer T9. The annual cycle of the 
SiB2 fluxes is also somewhat shifted in phase as compared to the other two tracers, with 
the springtime drawdown and the fall decomposition “seasons” beginning about a month 
earlier than for T9 and T15.

In the tropics, it is tracer T18 which shows the greatest seasonal amplitude, nearly 
three times as intense as the annual cycle in tracers T9 and T15. Much of the difference 
between the tropical fluxes of the three tracers occurs in Africa, although this cannot be 
seen in Fig. 3.14 because the fluxes were zonally averaged to show the seasonal varia-
tions.

3.4.5 The “Missing” Terrestrial Sink

Five scenarios were explored for geographic and seasonal distributions of a terrestrial 
“missing sink.” The annual global flux of each of these tracers was set arbitrarily to –1.0 
Gt C yr-1 and can be scaled a posteriori to explore various global carbon budgets.

3.4.5.1 Tracer T10: NPP-based CO2 Fertilization

To define the fluxes of tracer T10, a 1.0 Gt C yr-1 sink was distributed over land grid 
points in proportion to estimated NPP, with a seasonal phase prescribed according to the 
function f2 of Fung et al. (1987) which they found to produce the best fit to seasonal CO2 
time series. The monthly flux at each grid point was proportional to

, (3.29)

with the monthly NDVI values specified from the NDVI data of Los et al. (1994). The 
function in (3.29) was set to zero when NDVI < NDVIcrit, with this “critical” value of 

f NDVI( )
exp NDVI NDVIcrit–( )

NDVIcrit
--------------------------------------------------------- 1–=
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NDVI prescribed by biome following the values given by Fung et al. (1987) (Table  3.3). 

NPP was assumed to be uniform in each of the 12 biomes recognized by SiB2 (see 
Table  3.2), with annual NPP in each type specified according to the compilation of Fung 
et al. (1987; their table 1). The monthly gridded values of this flux were scaled such that 
total annual sink of this tracer was exactly 1.0 Gt C yr-1. Because the highest NPP values 
are in the tropical forests, the fluxes of this tracer are maximum in the tropics in the 
annual mean. Because of the seasonal nature of NPP in temperate ecosystems, however, 
this tracer is also drawn down in the northern growing season (Fig. 3.16) with the 
greatest sink intensity occurring at that time. The uptake of CO2 by these fluxes is more 
than an order of magnitude weaker than that of the seasonal NEP tracers (T9, T15, and 
T18, compare to Fig. 3.14). 

3.4.5.2 Tracer T11: Drought-Stress-Based CO2 Fertilization

The SiB2 water stress inhibition function f(Ψ), as defined in (3.14), was used to scale 
the prescribed gridded flux values of tracer T11. The annual mean value of this diagnostic 
was multiplied by the annual NPP value for each grid point, as listed in Table  3.3, and 
the result was also multiplied by the function f(NDVI) as defined in (3.29) to specify sea-
sonal variations. The resulting fluxes were scaled to give a 1.0 Gt C yr-1 global sink, 
which is locally proportional to both NPP and water stress in the root zone. 

The sink of this tracer is greatest in the subtropics, and is only weakly seasonal (Fig. 
3.16). The intensity of this sink is somewhat weaker than that of tracer T10, because the 

Table 3.3:  Parameters used to define fluxes of tracer T10

Biome NPP 
(g m-2 yr-1) NDVIcrit Biome NPP 

(g m-2 yr-1) NDVIcrit

1 945 0.1 7 300 0.02

2 540 0.1 8 300 0.02

3 540 0.1 9 261 0.02

4 585 0.1 10 100 0.02

5 585 0.1 11 20 0.02

6 300 0.1 12 270 0.02
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drought stress and NPP fields are negatively correlated. As in the former case, this tracer 
has a significant amount of drawdown in the northern growing season, but the local sink 
strength is much less than the seasonal NEP tracers (compare to Fig. 3.14).

Tracer T    :  CO   Fertilization Sink (NPP-based) 

Jan Feb Mar Apr Jun Nov Oct Dec May Jul Aug Sep 
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EQ 

60S 

30S 

10 2 

FIGURE  3.15: Zonal total flux of tracer T10 to the atmosphere. Contour interval is 
4 × 109 kg C mo-1 over each 4° latitude zone in the GCM. Uptake 
rates of greater than 12 × 109 kg C mo-1 have been shaded.

Tracer T    :  CO   Fertilization Sink (Drought stress based) 
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11 2 

FIGURE  3.16: Zonal total flux of tracer T11 to the atmosphere. Contour interval 
and shading are exactly as in Fig. 3.16.
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3.4.5.3 Tracers T12 – T14: Biome-Specific Terrestrial Sinks

Gridded monthly values of the fluxes of tracers T12 – T14 were also prescribed to be 
vary seasonally according to f(NDVI) in (3.29). Each tracer was scaled to give a 1.0 
Gt C yr-1 sink, and was nonzero only at grid points defined to represent a particular 
biome (Fig. 3.17). Tracer T12, representing a sink in the temperate forest, was defined for 

SiB2 surface types 2 – 4 at latitudes between 24° N and 48° N. Six standard resolution 
grid cells in western Canada which are north of 48° N were also classified as temperate 
forest. Tracer T13, representing a boreal forest sink, was defined at all grid points with 
SiB2 surface types of 4 and 5 north of 48° N, except for the six grid points mentioned 
above. Tracer T14 was defined at all grid points which have SiB2 classification of 10. 

3.4.6 Radioactive tracers

Tracers T16 and T17 represent the radioisotopes 85Kr and 222Rn, respectively. I have 
followed the methods of Heimann and Keeling (1989) in prescribing the surface fluxes 
of these tracers in the CSU GCM.

Biome-Specific Sink Locations Tundra Boreal Forest 

Temperate Forest 

FIGURE  3.17: Standard resolution grid cells with nonzero fluxes of tracers T12 (temperate 
forests, dark gray), T13 (boreal forests, black), and T14 (tundra, light gray). 
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Krypton-85 is emitted from only nine nuclear fuels reprocessing plants, all in the 
northern hemisphere. Nine years of estimated emissions were published by Heimann and 
Keeling (1989, their Table 3), based on the earlier tracer studies of Jacob et al. (1987). I 
used these data to prescribe the surface fluxes of tracer T16 (Table  3.4). Because the flux-
es at Karlsruhe, Germany and Idaho, USA are too weak to be well-resolved in 32-bit 
arithmetic, they were combined with neighboring sources in France and Hanford, USA 
in the tracer simulations. Also, the GCM grid cell containing the latitude and longitude 
of the La Hague plant is defined as ocean in the model (the English Channel). The emis-
sions from this plant were implemented in the GCM one grid point to the east, and in-
cluded with the emissions from the plant in Germany.

No global or regional scale data are available for emission rates of natural 222Rn 
(tracer T17) from soils. I followed Heimann and Keeling (1989) by prescribing a uniform 
source of 1.32 atoms cm-2 s-1 at all land grid points not covered by permanent ice. This 
flux was not varied by season.

3.4.7 Tracer Flux Boundary Condition for the 

Low-Resolution Model

The monthly gridded flux data described above were generated on the standard 4° x 
5° grid of the CSU GCM. In many cases, the surface flux data for the low-resolution (7.2° 
x 9°) experiments were linearly interpolated from these maps. The exceptions were the 
ocean tracers (T3 – T8) and the radioactive tracers (T16 and T17), which are defined based 
on specific geographic locations.

In generating the low-resolution boundary fluxes from the standard maps, care was 
taken to preserve the meridional structure of the fluxes as closely as possible while at the 
same time enforcing the condition that fluxes defined for terrestrial processes be zero at 
all ocean grid points. This was accomplished by performing the interpolation from the 
standard to low resolution grid (which resulted in some nonzero fluxes at ocean points), 
then applying the land-sea mask and scaling the values to preserve the total flux in each 
of the 24 zonal bands on the low resolution grid. Thus the global and hemispheric totals 
of the flux of every tracer are the same as the standard resolution fluxes in every month.
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3.4.8 Annual Totals of Tracer Fluxes

The prescribed surface fluxes of tracer T9 and T15 are purely seasonal, with the annu-
al total flux at each grid point nearly equal to zero. The annual totals of the SiB2 on-line 
fluxes (tracer T18) should be close to zero as well, but there is no way to know before 
running the model. The meridional structure of the annual total flux of all the other trac-
ers is presented in Fig. 3.18. The figure shows the meridional profiles of the fluxes as 
they are defined on the standard resolution grid, but there is almost no difference be-
tween these profiles and the ones defined on the low-resolution grid. 

Almost 95% of the emissions of fossil fuel CO2 (tracer T1) are in the northern hemi-
sphere, and the annually integrated net fluxes of this tracer are the strongest of all the 
tracers. This tracer is therefore expected to have the strongest meridional gradient in con-
centration in the annual mean. Conversely, because the fluxes of tracer T2 are nearly nor-
mally distributed across the equator, this tracer is expected to show very little annual 
mean meridional gradient. The ocean fluxes are arbitrarily defined, so that they can be 
scaled to appropriate values a posteriori, but it is clear from Fig. 3.18 that all but the 
equatorial oceans (tracer T6) will show strong meridional gradients. 

The “missing sink” tracers (T10 – T14) are intended to allow linear combinations to 
be constructed that simultaneously satisfy the constraints of the global budget and the 
meridional gradient. The biome-specific sinks (T12 – T14) will obviously work well for 
this, because they are defined at relatively high latitudes. The meridional profiles of an-
nual total fluxes of tracers T10 and T11 are more complicated. Although about 73% of the 
uptake of tracer T10 is in the northern hemisphere, the tropics are a strong sink as well, 
due to the high NPP of the tropical forests. The sink of tracer T11 is even more smoothly 
distributed in latitude. About 67% of its uptake is in the northern hemisphere but the 
strongest sink is in the subtropics of each hemisphere, where the climate is driest. 

3.5 Experimental Details

The tracer calculation using the low-resolution version of the CSU GCM was integrat-
ed for a period of 10 years. Tracers T16 (representing 85Kr) and tracer T17 (representing 
222Rn) were initialized to globally uniform concentrations of 13.5 pCi m-3 STP and 20 
pCi m-3 STP, respectively (Heimann and Keeling, 1989); all other tracers (representing 
CO2) were initialized to a globally uniform concentration of 350 ppm by volume. The 
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other prognostic variables in the GCM were initialized from a previous climate simula-
tion using SiB2, but without the new cloud microphysics parameterization (EAULIQ, see 
section 3.3.1). Because the use of this parameterization has a significant effect on the 
simulated climate of the GCM, variables with a long physical “memory” in the climate 
system (especially soil moisture in SiB) required a long “spin-up” period to adjust to the 
new model climate. Therefore I have not used data in the first five years of this run in 
constructing multiyear means presented in the later chapters of this dissertation. This run 
is referred to as the “LOWRES” experiment.

At the end of the tenth year of the low-resolution simulation, tracer concentrations 
were interpolated onto the 4° × 5°, 17 level grid and a new simulation was started using 
the standard version of the GCM. Initial conditions were specified for all prognostic vari-
ables other than the tracers from the end of a two-year simulation using both SiB2 and 
EAULIQ in the standard model. Because the 18 tracers had been “spun up” in the low-res-
olution simulation, they adjusted much more quickly to the somewhat different circula-
tion of the standard model than they would have if they had been initialized as globally 
uniform again (see Chapter 5). This simulation was therefore only integrated for four 
years, and multiyear means were saved from the final three years of the run. The tracer 
concentrations had fully adjusted to the change in circulation by the end of the second 
year at the higher resolution, as is demonstrated in section 6.1. I shall refer to this experi-
ment as the “standard” experiment; most of the analysis in the chapters to follow focuses 
on the results obtained from it.

In addition to these two simulations two “sensitivity experiments” were performed 
using the low resolution model. In an experiment I shall call “NOCUTRAN,” tracer T1 
(the fossil fuel CO2) was simulated as described above, but all transport by cumulus con-
vection was “turned off.” Comparison of the results of this experiment with the standard 
runs is intended to allow an evaluation of the effects of cumulus transport on the final 
tracer distributions. Also, in an experiment I will call “2BOX,” a tracer was simulated 
with no surface fluxes at all. This experiment was initialized with a concentration of 350 
ppm everywhere in the northern hemisphere, and zero at all points in the southern hemi-
sphere. The motivation behind this experiment is to evaluate the expressions derived in 
section 2.4.3 concerning interhemispheric exchange time. The NOCUTRAN and 2BOX 
experiments were each integrated for three years. 

The complete set of model prognostic variables was written to files at the end of ev-
ery calendar month in all experiments, to allow the model to be restarted at any of those 
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points if desired. Diagnostic model output (both tracer concentrations and meteorological 
fields) was interpolated hourly onto constant-pressure surfaces and monthly means of 
these data were calculated and written to files every month. A time series of hourly val-
ues of selected variables was written to “point-by-point” diagnostic files for several grid 
points in July of year 4 of the standard experiment. These hourly time series are used to 
examine the diurnal and other high frequency variability of some of the tracers (section 
7.2).

The standard and LOWRES experiments were run on the Cray Y-MP C98/6256 at 
NASA Goddard Space Flight Center. For these experiments, the model was compiled on 
the Cray using Cray Fortran 77 version 6.0 and run under Unicos 7.C.3. The other experi-
ments were run at the CSU Department of Atmospheric Science on a Hewlett Packard 
(HP) Series 9000 model 715 workstation. The tracer calculation added 14.4% CPU over-
head to the standard resolution CSU GCM on the Cray C98. This figure scales approxi-
mately linearly with the number of tracers simulated (less than 1% computational 
overhead is required per simulated tracer). With 18 tracers, the model used 32% more 
memory than the same version of the GCM requires without prognostic trace gases. 
About 6 MB of diagnostic output per simulated month was produced by the tracer calcu-
lation in addition to the output files already generated by the GCM. 

3.6 Summary

The prognostic calculation of trace gas concentrations has been added to the CSU 
GCM in order to investigate the atmospheric transport and surface fluxes of CO2. Eigh-
teen separate tracers are defined for the present set of experiments, representing the re-
sponse of atmospheric CO2 to emissions from fossil fuel combustion (T1) and tropical 
deforestation (T2), air-sea exchange (T3 – T8), and surface exchange with the terrestrial 
biosphere (T9 – T15 and T18). In addition, two radioactive trace gases, 85Kr (T16) and 
222Rn (T17) are simulated to allow the tracer transport characteristics of the model to be 
compared to observations. Five of the tracers (T10 – T14) represent net terrestrial sinks of 
arbitrary strength, and are intended to test various hypotheses regarding the global car-
bon budget. 

Three of the tracers represent the seasonal fluxes of CO2 due to photosynthesis and 
respiration by land plants and soils. Two of these (T9 and T15) are purely seasonal by de-
sign, with a net flux of exactly zero at every grid point when integrated over an annual 
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cycle. The surface fluxes of these tracers are prescribed according to previously pub-
lished estimates (after Fung et al., 1987 for T9 and using a significantly revised version 
of the CASA model as described by Potter et al., 1993 for T15). The third seasonal tracer 
(T18) is calculated on-line by SiB2 in the GCM, according to local environmental condi-
tions at each model time step. The net annual flux of this tracer at each grid point is un-
known, but the formulation is designed to minimize the net source or sink over a period 
of several years. The on-line calculation of surface carbon flux at the land surface has 
never before been performed in a global atmospheric model. 

Tracer transport due to advection by the mean flow, vertical mixing by dry convec-
tion, and vertical transport by cumulus convection are included in the simulations. Hori-
zontal advection is by a simple second order, centered-in-space, leapfrog-in-time 
algorithm. Several experiments are performed: the standard experiment uses a 4° × 5° 
(latitude by longitude) grid with 17 levels and a six minute time step. The LOWRES ex-
periment (and two sensitivity experiments) uses a 7.2° × 9° grid with 9 levels and is inte-
grated with a 10 minute time step. The LOWRES experiment was run for 10 years from 
an initial condition in which the 18 tracers were each set to arbitrary globally uniform 
concentrations. The standard experiment used the end of the LOWRES run as its initial 
condition. All experiments included full seasonal and diurnal cycles, but boundary condi-
tions (such as sea surface temperatures) were prescribed without interannual variability. 



150 

CHAPTER 3:  Methods



149

CHAPTER 4

Analysis of Flask Sample CO2 Data

In this chapter, the NOAA/CMDL flask air sample data are analyzed to develop a 
data set with which to compare the results of the GCM experiments described in chapter 
3. Section 4.1 briefly describes the sampling program, the flask sample locations, and the 
procedures used to select and assure the quality of the concentration data. Section 4.2 de-
scribes the time series of the data for each station used in this study, and the derivation of 
simple functions to represent those data. Finally, section 4.3 describes the global patterns 
of CO2 concentration for an “average” year, as derived from the fitted curves, which will 
be compared with the GCM results in chapters 5 and 6.

4.1 NOAA/CMDL Flask Sampling Program

Since 1968, the NOAA/CMDL flask sampling program has collected quality-assured 
data on the concentration of atmospheric CO2 approximately weekly at a growing num-
ber of stations in remote areas around the world (Conway et al., 1988, 1994; also see the 
review in Chapter 2). Remote sites have been selected in an attempt to sample air which 
is “regionally representative,” that is, air which is free from local contamination by an-
thropogenic or natural sources or sinks. Duplicate samples are collected at all sites by a 
standardized protocol (Komhyr et al., 1985, Conway et al., 1994) in glass flasks, and are 
then shipped for analysis to a central laboratory in Boulder, Colorado, where they are an-
alyzed by nondispersive infrared gas analyzers (Khomyr et al., 1983, Thoning et al., 
1994) calibrated to a set of standards maintained by the Scripps Institute of Oceanogra-
phy (Thoning et al., 1987). Some recent results of the flask sampling program are pre-
sented by Conway et al. (1994).
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I obtained the data via anonymous ftp from NOAA (Pieter Tans, personal communi-
cation). The numeric data package contains analyses of all the individual samples before 
any quality assurance screening was applied, but the files also contain flags to indicate 
quality assurance selection status by the methods of Khomyr et al. (1985) and Conway et 
al. (1988). Sample data were flagged for several reasons:

1) The concentration was more than three standard deviations (3σ) from the fit-
ted curve for the site (Conway et al., 1988), and so was believed not to be rep-
resentative of background conditions (local contamination was suspected);

2) The flask was cracked or broken, or an error occurred in sample collection or 
instrumental analysis;

3) Concentrations of CO2 from the two flasks differ by more than 0.5 ppm;

4) Only a single flask was collected at the site, or one of the flasks was not ana-
lyzed due to breakage, contamination, or analytical error.

In earlier studies (Komhyr et al., 1985; Conway et al., 1988), the “good” member of 
a bad pair of samples (which was flagged under criterion 3 above) was retained if its con-
centration fell within 3σ of the fitted curve. This allowed some sites more recently added 
to the sampling network to be used which otherwise would not have had enough data. As 
data continued to accumulate, this became less of a concern, and since 1989, both mem-
bers of a bad pair have been rejected by the NOAA/CMDL group (Tans et al., 1989; Con-
way et al., 1994). I chose to follow this latter practice, and have only used data from 
“good pairs” (concentrations differ by less than 0.5 ppm) and single flask samples which 
were retained by the NOAA group (concentrations within 3σ of the fitted curve).

The data set provided by the CMDL contains data for a total of 34 sampling sites on 
land, and for data collected by three shipboard sampling programs in the Pacific. The 
shipboard data were collected at intervals of approximately 5° in latitude on regular con-
tainer ship cruises between the west coast of the U.S. and New Zealand, and at 3° lati-
tude intervals in the South China Sea between Hong Kong and Singapore. The shipboard 
data are grouped into “bins” 5° of latitude wide. The land stations are summarized in Ta-
ble 4.1.

 Altogether, concentration records for 77 sites are present in the NOAA data set, in-
cluding both the land and shipboard data. For the purpose of comparison with the GCM 
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simulation, some site selection was necessary. Time series were fitted to the data (as de-
scribed below in section 4.2) and monthly means were extracted for a single “average” 
year. It was therefore important to have data available for the same time period across 
most of the stations used. Since more stations were added to the network as time went 
on, I chose not to use data from stations with data records ending before 1985. Stations 
located higher than 1000 m in elevation were also excluded since the model topography 
at the coarse horizontal resolution of the GCM is unrealistically smooth leading to a poor 
match in elevation between mountainous locations and the analogous grid point in the 
model. The South Pole station was retained in the analysis as an exception to this rule be-
cause it helps constrain the meridional profiles, because of its excellent data record, and 
because the terrain is so smooth in that region. I also excluded stations with fewer than 
20 total samples, and with fewer than five samples per year on the average, since the 
time series for these data would be poorly constrained. Because the two sampling sta-
tions on the island of Bermuda (BME and BMW) are in the same GCM grid cell, I com-
bined their data to form a single station, to which I will refer as “BER.” A preponderance 
of “bad” sample pairs collected at South Georgia Island have led the NOAA group to be-
lieve the data from that station are not reliable (P. Tans, personal communication), and so 
they have not been included in this analysis. Excluding these sites left 25 land sites (the 
locations of which are indicated in Fig. 4.1) and 15 shipboard sites, for a total of 40 flask 
stations. 

4.2 Time Series of Station CO2 Concentration

 Conway et al. (1994) have shown that significant interannual variability is present in 
the global and hemispheric trends and meridional distribution of concentration from the 
flask network. The source of this variability is not entirely clear, but much of it appears 
to be related to interannual climate perturbations such as the Southern Oscillation and the 
Mount Pinatubo volcanic eruption of 1991 (Bacastow, 1976; Thompson et al., 1986; 
Keeling et al., 1989a). Although there may be interannual variability in the climate simu-
lated by the GCM, such major “forcing” as the Southern Oscillation (sea-surface temper-
atures were prescribed from climatological data and repeated the same “seasons” year 
after year) and volcanic eruptions are not present, so it is likely to be minor compared to 
the real climate. Furthermore, the prescribed surface fluxes of the simulated tracers were 
not varied over the duration of the experiments. For the purpose of comparing the ob-
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Table 4.1:  NOAA/CMDL Flask Sampling Sites

Code Site Country Lat Long Elev (m)
ALT Alert, N.W.T. Canada 82 27' N 62 31' W 210
AMS Amsterdam Island France 37 57' S 77 32' E 150
ASC Ascension Island U.K. 7 55' S 14 25' W 54
AVI St. Croix, Virgin Islands U.S. 17 45' N 64 45' W 3
AZR Azores Portugal 38 45' N 27 05' W 30
BME Bermuda (east) Bermuda 32 22' N 64 39' W 30
BMW Bermuda (west) Bermuda 32 16' N 65 53' W 30
BRW Point Barrow, Alaska U.S. 71 19' N 156 36' W 11
CBA Cold Bay, Alaska U.S. 55 12' N 162 43' W 25
CGO Cape Grim, Tasmania Australia 40 41' S 144 41' E 94
CHR Christmas Island Kiribati 2 00' N 157 19' W 3
CMO Cape Meares, Oregon U.S. 45 29' N 124 00' W 30
GMI Guam U.S. 13 26' N 144 47' E 2
HBA Halley Bay Antarctica 75 40' S 25 30' W 10
IZO Tenerife, Canary Islands Spain 28 18' N 16 29' W 2300
KEY Key Biscayne, Florida U.S. 24 40' N 80 12' W 3
KUM Cape Kumukahi, Hawaii U.S. 19 31' N 154 49' W 3
MBC Mould Bay, N.W.T. Canada 76 14' N 119 20' W 15
MHT Mace Head Ireland 53 26' N 9 44' W 5
MID Sand Island, Midway U.S. 28 13' N 177 22' W 4
MLO Mauna Loa, Hawaii U.S. 19 32' N 155 35' W 3397
NWR Niwot Ridge, Colorado U.S. 40 03' N 105 38' W 3749
PSA Palmer Station Antarctica 64 55' S 64 00' W 10
QPC Qinghai Province China 36 16' N 100 55' E 3810
RPB Ragged Point Barbados 13 10' N 59 26' W 3
SEY Seychelles (Mahe Is.) Seychelles 4 40' S 55 10' E 3
SGI South Georgia Island U.K. 54 00' S 38 00' W 30
SHM Shemya Island U.S. 52 43' N 174 06' E 40
SMO American Samoa U.S. 14 15' S 170 34' W 30
SPO South Pole Antarctica 89 59' S 24 48' W 2810
STC Ocean Station “C” U.S. 54 00' N 35 00' W 6
STM Ocean Station “M” Norway 66 00' N 2 00' E 6
SYO Syowa Station Antarctica 69 00' N 39 35' E 11
TAP Tae-ahn Peninsula 36 44'N 36 44' N 126 08' E 20
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served flask concentration data to the GCM results, therefore, an “average” year of flask 
data is a better choice than any “real” year.

To obtain such an “average” year, the quality-assured data described in section 4.1 
were fitted to functions of the form

 (4.1)

where t is time in years, and a, b, and all the ck’s are coefficients determined by a least-
squares fit to the selected data. The function (4.1) represents the temporal variations in 
CO2 concentration as a linear trend plus the annual cycle and its first three harmonics. 
The time series for the 40 stations are presented in alphabetical order in Fig. 4.2. The 
shipboard observations are represented by the station prefix “PAC” followed by the 
latitude at which the 5° bin is centered (e.g., PACs20 means shipboard samples collected 
between 22.5° S and 17.5° S).

In general, the functions fit the data quite well. The seasonal variations at most sta-
tions were fairly well represented with just a single annual mode, but some stations ex-

FIGURE  4.1: Locations of the NOAA flask sampling stations described in Table 4.1 and the 
routes of the container ships also used for sampling. Conway et al. (1994)
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Flask Station Data 
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FIGURE  4.2: Time series of CO2 concentration fitted to flask station observations 
(dots). The vertical axis is concentration in ppm. The horizontal axis is 
the year (after 1900).
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Flask Station Data 
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Flask Station Data 
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Flask Station Data 
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Flask Station Data 
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FIGURE  4.2 (cont’d): Time series of CO2 concentration fitted to flask station 
observations (dots). The vertical axis is concentration in ppm. The 
horizontal axis is the year (after 1900).
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hibited a strong concentration spike in the spring. This feature is particularly obvious for 
stations at the higher latitudes of the northern hemisphere (e.g., ALT, BRW, CBA, MBC), 
and may correspond to respiration flux from boreal soils as they thaw (compare to Fig. 
3.8 and the discussion in section 3.4.4). This feature has also been noted by previous 
studies (Conway et al., 1988; Keeling et al., 1989a). The amplitude of the seasonal cycle 
in concentration decreases rapidly from north to south, as expected. The annual pattern at 
some southern hemisphere stations is complicated and noisy (SMO and SPO), so that the 
small-amplitude annual cycle is obscured by variability on shorter time scales.

The harmonic functions seem to miss concentration extrema at some of the stations 
(AZR, CMO, CHR, KEY, MID, SEY, SHM). In the case of SEY, an extended period of val-
ues below the fitted curve in 1982-83 may be related to the strong El Niño event of that 
time (Khomyr et al., 1985; Keeling et al., 1989a). Two stations have an “outlier” data 
point which falls well away from the fitted curve (PAC000, SGI). Examination of the in-
dividual flask analyses for these stations confirm that these data were in fact consistent 
between the two members of the flask pairs, and that contamination was not noted in the 
sample record.

4.3 Mean Concentrations for an “Average” Year

To obtain monthly data for comparison with the GCM simulations, the functions de-
rived from the flask data in section 4.2 were integrated over each month of 1990, and an 
annual mean for each station was obtained by integrating the appropriate function over 
all of 1990. These concentrations are presented in Table  4.2. They are not meant to repre-
sent actual station concentrations in 1990, but rather what station concentrations would 
have been in 1990 if they had behaved exactly as represented by (4.1). 

The meridional structure of the annual mean concentrations from Table  4.2 is pre-
sented in Fig. 4.3. The difference between the annual mean concentration at ALT (82° 
27' N) and SPO (90° S) is 3.84 ppm, which is higher than the 3.0 ppm observed pole-to-
pole difference (based on 1987 data) which T90 used to constrain their model results. 
The functions presented in section 4.2 include linear trends in concentration which are 
different from one flask station to another. The pole-to-pole difference in concentration 
as represented by these functions is increasing by a little more than 0.1 ppm yr-1 (as mea-
sured by the difference between the functions fitted to the data from ALT and SPO). Pre-
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Table 4.2: Station Concentrations for an “Average” Year (Scaled to 1990)

Station
Monthly Mean Concentration (ppm) Ann. 

MeanJan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

ALT 357.99 359.21 359.96 360.02 359.80 357.94 352.10 346.25 346.57 351.11 355.10 357.73 355.29

AMS 351.57 351.81 351.82 351.70 351.75 352.06 352.56 352.92 352.95 352.98 353.04 353.03 352.35

ASC 351.68 351.59 351.41 351.63 352.19 352.83 353.48 353.60 353.30 353.30 353.34 353.16 352.63

AVI 353.96 355.01 356.14 356.83 357.03 356.40 354.10 351.33 350.33 351.15 352.79 354.42 354.12

AZR 355.46 356.49 357.48 358.01 357.46 355.58 352.02 348.43 348.48 351.87 354.81 356.12 354.33

BER 356.75 357.60 358.48 359.35 357.89 355.43 353.43 350.58 349.66 352.44 354.96 356.17 355.21

BRW 358.53 359.33 359.69 359.96 360.10 357.98 351.43 345.31 346.37 351.78 355.91 358.38 355.37

CBA 357.82 358.61 359.22 360.00 359.74 356.02 349.17 344.80 347.29 352.90 356.52 358.16 354.99

CGO 350.28 350.34 350.48 350.60 350.87 351.20 351.49 351.87 352.14 352.12 352.04 351.92 351.29

CHR 353.40 354.13 354.78 355.19 355.06 354.82 354.32 353.51 353.11 353.01 353.06 353.84 354.02

CMO 357.57 357.78 358.04 358.52 358.10 355.73 351.16 348.66 351.26 354.44 355.72 357.52 355.36

GMI 353.44 354.80 355.49 356.20 356.97 356.60 355.32 353.39 351.37 351.19 352.63 353.77 354.26

HBA 350.90 350.66 350.55 350.79 351.46 351.96 351.99 352.17 352.60 352.73 352.64 352.57 351.76

KEY 355.07 356.06 357.03 357.66 357.37 356.28 354.30 351.59 350.41 351.90 354.10 355.54 354.77

KUM 353.79 354.71 355.47 356.64 357.43 356.29 353.49 350.73 349.71 350.81 352.67 354.11 353.81

MBC 358.90 359.39 359.53 359.94 360.11 358.25 352.37 346.47 346.81 351.31 355.27 358.39 355.54

MID 355.18 356.28 356.92 357.96 358.24 356.79 354.13 351.03 349.86 351.61 353.73 355.13 354.73

PAC000 353.84 354.64 355.35 355.72 355.56 355.02 354.56 354.19 353.69 353.49 353.83 354.36 354.52

PACN05 353.64 354.66 355.59 356.04 355.93 355.60 354.87 353.81 353.20 353.11 353.33 353.99 354.48

PACN10 353.95 355.22 356.02 356.47 357.47 357.11 355.06 353.53 352.40 351.84 353.04 354.45 354.71
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PACN15 354.50 355.14 356.01 357.02 357.77 357.18 354.45 351.79 351.01 351.16 352.32 354.48 354.40

PACN20 354.71 355.40 355.99 357.23 358.22 356.55 353.60 351.88 350.89 351.01 353.05 355.12 354.46

PACN25 354.77 355.27 356.76 357.92 358.28 356.83 352.45 349.98 351.69 352.76 353.18 355.14 354.5

PACN30 355.46 356.02 356.75 358.07 358.23 355.92 352.86 350.30 349.51 351.83 354.99 356.38 354.68

PACN35 354.95 356.08 357.00 358.05 358.84 356.84 352.82 349.75 349.12 351.62 355.05 356.21 354.68

PACS05 353.87 353.95 354.38 355.01 355.13 355.06 354.69 353.92 353.59 353.56 353.61 354.33 354.26

PACS10 353.39 353.80 353.50 353.53 353.67 353.67 353.75 353.43 353.07 353.28 353.38 353.66 353.51

PACS15 352.60 353.37 352.87 352.73 352.81 352.54 353.04 353.25 352.67 352.97 353.26 353.04 352.93

PACS20 352.05 351.88 351.55 351.63 351.82 352.25 352.83 352.68 352.35 352.67 352.97 353.16 352.32

PACS25 351.45 351.73 351.62 351.54 351.71 351.97 352.42 352.60 352.37 352.47 352.71 352.69 352.11

PACS30 351.56 351.60 351.29 351.47 351.66 351.86 352.46 352.68 352.51 352.56 352.42 352.43 352.04

PACS35 350.82 351.60 351.60 351.54 352.25 352.13 352.01 352.70 352.64 352.63 353.10 352.48 352.13

PSA 350.50 350.40 350.50 350.78 351.31 351.68 351.96 352.50 352.84 352.79 352.70 352.41 351.71

RPB 354.51 355.21 355.93 356.72 357.09 356.37 354.03 351.51 350.73 351.23 352.40 354.20 354.15

SEY 352.47 353.52 353.75 352.63 351.30 351.08 351.73 352.24 352.35 352.43 352.64 353.04 352.43

SHM 358.56 358.90 359.84 360.96 360.63 356.35 347.95 343.31 347.36 353.27 356.42 358.69 355.16

SMO 351.99 352.23 352.33 352.14 351.98 352.19 352.41 352.43 352.45 352.51 352.70 353.11 352.37

SPO 350.55 350.45 350.45 350.68 350.97 351.20 351.63 352.10 352.31 352.41 352.40 352.22 351.45

STM 357.07 357.96 358.87 359.19 358.52 355.99 350.39 345.52 346.64 351.40 355.12 357.30 354.47

SYO 350.87 351.04 350.87 350.94 351.37 351.55 351.89 352.41 352.54 352.71 352.78 352.36 351.78

Table 4.2: Station Concentrations for an “Average” Year (Scaled to 1990)

Station
Monthly Mean Concentration (ppm) Ann. 

MeanJan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
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vious studies have also reported that the pole-to-pole difference in annual mean CO2 is 
increasing (see Fig. 2.2 in section 2.3). 

Conway et al. (1994) showed that the growth of this difference has not been as regu-
lar as the progression in the fitted functions shown here, but that after a period from 
1981-87 when the gradient was about 3.0 ppm with little variation, it grew to about 4.0 
ppm in 1988-91 and then fell to 3.0 ppm in 1992. They found that the interannual vari-
ability in this gradient was related to changes in the natural carbon cycle rather than year-
to-year changes in fossil fuel emissions. The more regular increase in pole-to-pole CO2 
difference as deduced from the fitted curves in Fig. 4.2 is closely related to the time trend 
of global fossil fuel emissions, however (Fig. 4.4).

Since the GCM experiments performed in this study used fossil fuel emissions pre-
scribed from an older estimate (Marland, 1989) of 5.3 Gt C yr-1, comparison of the simu-
lated tracer concentrations to the monthly and annual means derived in this chapter will 
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FIGURE  4.3: Meridional profiles of the annual mean CO2 concentration at each of the 40 
NOAA flask stations used in this chapter. The annual mean concentration at the 
South Pole has been subtracted from each value. The curve is a third order 
polynomial fit to the station values 
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require scaling tracer T1 by an appropriate factor to account for the increase in emissions, 
such that global emissions equal 6.0 Gt C yr-1, the rate for 1990. 

The linear growth coefficient b in (4.1) varies from about 0.85 ppm yr-1 to over 1.6 
ppm yr-1 (Fig. 4.5). Both stations on the island of Bermuda show much slower growth in 
CO2 concentration than is indicated for the other stations (compare to Fig. 4.2). To esti-
mate the globally averaged rate of increase in atmospheric CO2 for the “average” year de-
rived in this chapter, I fitted a cubic polynomial to the growth rate data presented in Fig. 
4.5, and integrated from pole to pole. The global mean rate of increase found in this way 
is 1.45 ppm yr-1, which is close to the average for the past decade, but slightly higher 
than the actual growth rate observed in 1990 (Conway et al., 1994). Assuming that this 
rate is representative of the entire atmosphere, and using a global mean surface pressure 
of 985.8 mb (Peixoto and Oort, 1992), the changes in CO2 concentration amount to an an-
nual addition of 3.09 Gt C yr-1 for the “average” conditions described here. This is in 
line with previous estimates of 3.0 to 3.2 Gt C yr-1 (TFT90, Houghton et al., 1990), and 
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FIGURE  4.4: Pole-to-pole difference in the fitted curves of Fig. 4.2 vs. fossil fuel emissions 
from 1981-91. Emission data from 1981-89 are from Marland and Boden 
(1991). Preliminary estimates of global emissions in 1990-91 are from Conway 
et al. (1994).
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is the figure I will use in calculating the global carbon budget from the results of this 
study in Chapter 6. 
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FIGURE  4.5: Meridional profile of the linear growth rate of CO2 concentration at the 40 NOAA 
flask stations used in this study. The curve indicated is a third-degree polynomial 
fit by a least-squares technique.
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Comparison of the Simulated Climate 
to Observational Data

In this chapter, the simulated climate of the CSU GCM is compared to observational 
data to evaluate the realism of the circulation used to transport the tracers. Section 5.1 
considers surface climate features (temperature, precipitation, and atmospheric pressure). 
The three-dimensional circulation of the atmosphere is evaluated in section 5.2 by exam-
ining the vertical structure of temperature and winds in the zonal mean. The simulated 
large-scale mixing of the atmosphere is evaluated in section 5.3 by analyzing the simulat-
ed concentration fields of 85Kr (tracer T16), and the simulated vertical mixing is evaluat-
ed in section 5.4 in terms of vertical profiles of 222Rn (tracer T17) concentration. 

Climatologies of surface air temperature and precipitation compiled by Legates and 
Willmott (1990a, b; hereafter referred to as LW90) are compared with GCM simulations 
of those fields in sections 5.1.1 and 5.1.2. LW90 produced estimates of climatological 
temperature and precipitation (without reference to a specific time period) on a 0.5° × 
0.5° grid by analyzing station records from 24,635 precipitation gauges and 17,986 tem-
perature shelters on land and 6,955 oceanic grid point temperature records. Oceanic pre-
cipitation data at island weather stations was augmented by estimates calculated from 
precipitation frequency in shipboard observations using a statistical relationship between 
precipitation frequency and precipitation amount developed from regional island mea-
surements. Precipitation gauge reports were corrected for undercatch due to high winds 
and evaporation. A spherical interpolation scheme was used to produce the gridded data 
from the point observations. I obtained the gridded data from National Center for Atmo-
spheric Research (NCAR)’s Data Support Section.

The rest of the simulated climatological fields in sections 5.1 and 5.2 are compared 
to mean global data derived from meteorological analyses performed by the European 
Center for Medium-Range Weather Forecasts (ECMWF). The data were collected four 
times daily (at midnight, 6:00, noon, and 18:00 Greenwich Mean Time) by the global ra-
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diosonde network and satellite remote sensing and analyzed on a global grid using a 
“first guess” field generated from a six-hour forecast by the ECMWF model. The data as-
similation and analysis system is described by Lorenc (1981) and evaluated by Holling-
sworth et al. (1986). I obtained the data on a 2.5° × 2.5° grid from NCAR. The data 
presented here were obtained by simply averaging over all the days in a given month 
over the years 1985 through 1988, and combining both the noon and midnight data, and 
then interpolating onto the coarser grids of the CSU GCM. 

The GCM data used for comparison in sections 5.1 and 5.2 are three-year means from 
the standard experiment (see section 3.5), and five-year means from LOWRES experi-
ment. To calculate difference maps presented in some of the figures, I first interpolated 
the observational data onto both the standard 4° × 5° and the low-resolution 7.2° × 9° 
grids of the CSU GCM, and then subtracted the observational data from the GCM fields 
for each month.

Each of the figures in sections 5.1 and 5.2 contain six plots comparing output from 
both the standard resolution GCM and the low-resolution GCM to observational data in 
both January and July. I realize that the individual plots in the figures are rather small, 
but this format is desirable since it allows easy intercomparison on a single page. The ob-
servational data are in all cases displayed at the top of the figure, followed by the stan-
dard resolution GCM in the middle, and the low-resolution GCM results at the bottom. 
Also, in all cases January data are presented in the left column and July data in the right 
column. Contour intervals and shading thresholds are the same for January and July in 
all plots, and are also consistent for all the difference plots of a given field. In some cases 
differences are not computed, in which case all six plots on a page have the same contour 
interval and shading thresholds. In all black and white contour plots in this report, 
dashed contours indicate negative values. 

5.1 Horizontal Structure of the Atmosphere

The climate at the Earth’s surface is familiar to all of us because we experience it in 
our daily lives, and so it is useful to compare the surface climate simulated by the GCM 
with the observed climate. Temperature and precipitation are the primary climatological 
factors which might affect the carbon exchange dynamics of SiB2 (see Chapter 3); they 
are examined in this section. Sea level pressure can not directly affect the tracer distribu-
tions, but it integrates much of the atmospheric circulation and physics, so it is also com-
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pared to observational data. The simulated wind field in both the upper and lower 
troposphere is also presented in this section, because it has a direct bearing on the trans-
port of the simulated tracers.

5.1.1 Surface Air Temperature

Fig. 5.1 compares the surface air temperature simulated by the CSU GCM with the 
LW90 climatology. The LW90 data are for air temperature at 2 m above the ground, and 
the CSU GCM results are for the air temperature of the PBL just above the plant canopy, 
calculated from the PBL potential temperature using the assumption of an adiabatic 
mixed layer. Note that the GCM results are presented in terms of difference maps; the 
LW90 data have been subtracted from the simulated mean fields in the four lower panels 
of the figure. 

The general geographic distribution of temperature is captured quite well by both the 
low-resolution and standard simulations, but in both January and July, the simulated tem-
perature fields are somewhat “flatter” than the observations (regional variations are weak-
er). The difference is more pronounced in January than July, and is greater in the low-
resolution simulation than in the standard resolution one. In the global (area-weighted) 
mean, the standard model agrees quite well with observations, being about 0.6 Κ too 
warm in January and only 0.1 Κ too cold in July. Surface air temperatures in the 
LOWRES simulation are too warm in both seasons (by 1.7 Κ in January and 1.2 Κ in Ju-
ly). 

The temperature differences are most pronounced over cold land areas, especially in 
Antarctica. As compared to the LW90 climatology, the simulated temperatures over Ant-
arctica are too warm in summer (January) and too cold in winter (July) by more than 6 K 
in both simulations in both seasons over the entire continent. This difference is probably 
due in part to the representation of the high Antarctic topography at the coarse resolution 
of the GCM. Wintertime temperatures over the Arctic oceans as simulated in the standard 
model (and over a smaller region in the LOWRES run) are too cold by as much as 10 K, 
but are close to observed in summer. This is probably due to inadequate heat flux from 
the ice-covered ocean in the GCM. In the real world, substantial heat flux through open-
ings in the ice called leads warms the lower atmosphere; this effect is not represented in 
the GCM, so the air can become extremely cold over sea ice. 
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Surface Air Temperature 

January July 

(Kelvin) 

FIGURE  5.1: Comparison of the surface air temperature as analyzed by Legates and Willmott 
(1990a, top pair of panels) and as simulated by the CSU GCM (bottom four 
panels). The GCM results are presented as difference maps (observational data 
are subtracted before plotting). Contour interval for the LW90 data is 5 K, with dark 
shading above 300 K and light shading below 245 K. Contour interval for the GCM 
difference maps is 4 K, with dark shading above +6 K and light shading below -6 
K. Dashed contours indicate negative values.
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Over the northern continents, the differences are generally smaller and positive. In 
the standard resolution simulation, a large area of northwestern North America is warmer 
than the LW90 data by more than 6 K in January, and an even larger area of eastern Asia 
is quite warm in the low resolution simulation. The situation is much improved in the 
standard resolution simulation in summer, with much smaller, more randomly distributed 
areas cooler than observed by more than 6 K. The low-resolution results are still too 
warm in middle latitude continental interiors even in summer. The Tibetan Plateau ap-
pears to be a problem area in both seasons and in both simulations, with temperatures too 
cold by as much as 14 K in summer in the low-resolution run. This may also be related 
to coarse resolution of the steep topography in that region as discussed above for Antarc-
tica, but also is probably due in part to excessive snowfall in that region, as discussed in 
the next section.

5.1.2 Precipitation

The global distribution of precipitation is presented in Fig. 5.7. As in the temperature 
data presented above, the GCM results are presented as difference maps for the lower 
four panels. Here the top panels show the climatological data compiled by LW90 for Jan-
uary and July; these data have been subtracted from the simulated precipitation in the oth-
er panels. 

The global total precipitation is quite well captured by the GCM: annual precipitation 
(not shown here) is estimated to be 3.12 mm day-1 by LW90, whereas the standard GCM 
predicts 3.05 mm day-1 and the LOWRES model predicts 2.90 mm day-1. This is a much 
greater degree of agreement than in earlier simulations without EAULIQ (Fowler et al., 
1994; Fowler and Randall, 1994; see section 3.3.1). In both the standard and LOWRES 
simulations, there is more global precipitation in January than the LW90 estimates and 
less in July. 

A peculiar feature of the LW90 climatology is the large maximum (almost 15 mm 
day-1 in the annual mean) in the eastern Pacific near 150° W longitude. This is the wet-
test location in the world according to the observational data set, and is drier in the GCM 
in both simulations and in both seasons. This feature is likely related to occasionally very 
heavy rains associated with El Niño, and is not present in most years but still shows up 
in the long-term climatology. Because the GCM does not simulate El Niños (the sea sur-
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Precipitation 

January July 

(millimeters per day) 

FIGURE  5.2: Comparison of the total precipitation as analyzed by Legates and Willmott (1990b) 
(top pair of panels) and as simulated by the CSU GCM (bottom four panels). 
The GCM results are presented as difference maps (observational data are 
subtracted before plotting). Contour interval for the observational data is 4 mm 
day-1, with dark shading above 8 mm day-1. Contour interval for the GCM 
difference maps is 4 mm day-1, with dark shading above +6 mm day-1 and light 
shading below -6 mm day-1. Dashed contours indicate negative values.
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face temperature is a fixed, seasonally varying boundary condition in these experiments), 
such a feature is not expected, and has not developed. 

The band of maximum rainfall in the intertropical convergence zone (ITCZ) is slight-
ly too weak in the standard simulation. Precipitation associated with the Indian summer 
monsoon is under-represented by more than 6 mm day-1 in the standard model over the 
land areas of southern and southeast Asia, but the model actually over-represents season-
al rainfall over the adjacent ocean areas of the Arabian Sea and Bay of Bengal, as com-
pared to the LW90 estimates. The monsoon rains over southern Asia are better simulated 
than in earlier simulations without EAULIQ – very dry conditions in that region were not-
ed by Randall et al. (1994) as a potential problem area for SiB because of incompatibili-
ties between the prescribed vegetation and the simulated climate. These problems are 
less apparent in the LOWRES simulation. 

The LOWRES simulation is too wet over both Greenland and the Tibetan Plateau in 
July. Diagnostic output from EAULIQ (not shown here) shows that these anomalies are 
due to snow. Monthly mean snowfall amounts are as high as 13 mm day-1 (water equiva-
lent) in both regions. The standard model also simulates some July snowfall in these re-
gions, but the amounts are much lower (less than 4 mm day-1). The grid cell in Tibet 
receiving the greatest snowfall in July has snow on the ground during all months of the 
year, which reaches a maximum accumulation of 1.3 m of water equivalent in May, and 
has only decreased to about 0.7 m by July. Surface air temperatures at this location are 
consistently more than 10 K below the LW90 climatology (see section 5.1.1), which may 
explain the accumulation of so much snow, or conversely may be caused by the persis-
tent snowpack.

Precipitation in other regions of the world is relatively well simulated by the GCM at 
both standard and low resolution, with less than 2 mm day-1 difference over much of the 
world. The summer precipitation maximum over the Antarctic Ocean is under-represent-
ed in both simulations as compared to the LW90 estimates (although there are of course 
almost no observations in that region). 

5.1.3 Sea Level Pressure

Fig. 5.7 presents the observed sea level pressure as calculated by the ECMWF and the 
difference between the simulations and the observations. Four-year means of the 
ECMWF data are presented in the upper pair of panels for January and July, and these 
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Sealevel Pressure 

January July 

(millibars) 

FIGURE  5.3: Comparison of the sea level pressure as calculated from the ECMWF data (top 
pair of panels) and as simulated by the CSU GCM (bottom four panels). The 
GCM results are presented as difference maps (ECMWF data are subtracted 
before plotting). Contour interval for the ECMWF data is 3 mb, with dark shading 
above1020 mb and light shading below 1002 mb. Contour interval for the GCM 
difference maps is 5 mb, with dark shading above +10 mb and light shading below 
-10 mb. Dashed contours indicate negative values.
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data have been subtracted from the GCM results in the lower panels.In both seasons and 
at both resolutions, the global mean sea level pressure as calculated from the GCM re-
sults is lower than from the ECMWF data. The difference in the global means is more pro-
nounced for the low resolution simulation than for the standard simulation. 

By far, the largest differences between the simulated sea level pressure and that calcu-
lated from the observations is over Antarctica in July, with the GCM result as much as 
102 mb higher than the ECMWF data. Because of the elevated terrain over most of the 
continental ice sheet, sea level pressure is a “fictitious” variable there, and is sensitive to 
the assumed temperature structure of the “missing” atmosphere below the ice surface. 
Trenberth and Olson (1988) have pointed out that the ECMWF analyses are extremely er-
ror-prone over Antarctica, and have changed dramatically whenever the model was up-
dated, so the large differences in that region may not be significant. The sea level 
pressure as simulated in the low resolution run was also much higher there than the 
ECMWF analyses, but by only half as much as in the standard experiment. The deep re-
gion of very low sea level pressure over the Antarctic Ocean in January in the ECMWF 
analyses is also under-represented in the GCM, with differences greater than 20 mb in 
both simulations. 

In middle latitudes, the simulated sea level pressure is lower than the ECMWF analy-
ses over most regions, but the geographic pattern of highs and lows is generally as ob-
served. Some of the differences tend to amplify the observed longwave patterns (e.g., the 
Aleutian and Icelandic lows in January and the Asian monsoon in July), whereas others 
tend to damp them (e.g., the Siberian and Canadian highs in January and the subtropical 
highs in both seasons in the LOWRES experiment). The differences are generally larger 
in the low resolution than the standard simulation. The sea level pressure over the north-
ern continents is lower than observed in both simulations in both seasons.

The differences in sea level pressure over the continents in the LOWRES simulation 
tend to reflect the temperature differences in both seasons (compare Fig. 5.7 with Fig. 
5.1). The Siberian high in January is associated with very cold temperatures (the monthly 
mean is less than 235 K over a large area in the ECMWF data) which are not as extreme 
in the GCM results. Similarly, the deep and extensive continental low pressure over most 
of Asia in the simulation results for July are associated with temperatures that are gener-
ally higher than observed (see Fig. 5.7). 



174 

CHAPTER 5:  Comparison of the Simulated Climate to Observational Data

The causal relationships between these features are difficult to sort out, since temper-
ature, precipitation, cloudiness, and sea level pressure are intimately related. The zonal 
pattern of high temperature and low pressure over the northern midlatitudes may be relat-
ed to the fact that no parameterization of gravity wave drag has been used in the GCM 
simulations. Topographically forced waves tend to decelerate the zonal winds near the 
tropopause in the real atmosphere, and are therefore associated with a weaker meridional 
temperature gradient in this region by thermal wind balance (Palmer et al., 1986). 

5.1.4 Tropospheric Wind Field

Streamline plots of the wind field at 850 mb are presented in Fig. 5.4. The general 
pattern of middle latitude westerlies, tropical easterlies, and subtropical highs is well rep-
resented in the GCM in both simulations. The region of cross-equatorial flow from north 
to south associated with the Australian monsoon in January is somewhat further east in 
the GCM than in the ECMWF data, and the corresponding south to north cross-equatorial 
flow over the Indian Ocean in July seems to be a bit too wide. Simulated winds over 
western equatorial Africa are more onshore (westerly) in January than they are in the ob-
servationally based data, indicating a slightly different response to monsoon heating in 
that region, but temperature and precipitation are well-simulated (see Fig. 5.1 and Fig. 
5.7).

Wind streamlines at 200 mb are presented in Fig. 5.5. As was the case in the 850 mb 
results, the GCM captures the general pattern of midlatitude westerlies and tropical diver-
gence, but there are more significant differences at this level. The GCM tends to produce 
more westerlies in the tropics than represented by the ECMWF data, especially in the 
LOWRES simulation. In January, the observationally based data show cross-equatorial 
flow from south to north in a basically easterly regime throughout most of the Eastern 
Hemisphere. By contrast, the flow in the GCM is dominated by westerlies around the 
world, with little cross-equatorial flow from the south except over the central Pacific. 
The flow in the standard experiment in July is closer to the ECMWF representation, but 
the tropical flow in the LOWRES model is still heavily dominated by westerlies, and 
cross-equatorial winds cover a much smaller range of longitudes than in the observation-
ally based data. Since seasonally-reversing cross-equatorial wind currents are potentially 
the most significant agents for interhemispheric mixing of trace gases (see section 2.4.3), 
these differences may be quite significant. This issue is explored in more detail in Chap-
ters 6 and 7.
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Winds at 850 mb 

January July 

FIGURE  5.4: Comparison of the horizontal wind at 850 mb as calculated by the ECMWF (top 
two panels) and by the CSU GCM (bottom four panels). These streamline plots 
are constructed to indicate the tangent of the wind direction at each point, but no 
information is provided about the magnitude of the wind. Blank areas in the CSU 
GCM plots indicate that monthly mean surface pressure was less than 850 mb, 
due to elevated terrain (the ECMWF provides data at such points by 
extrapolation from higher levels). 



176 

CHAPTER 5:  Comparison of the Simulated Climate to Observational Data

Winds at 200 mb 

January July 

FIGURE  5.5: Comparison of the horizontal wind at 200 mb as calculated by the ECMWF (top 
two panels) and by the CSU GCM (bottom four panels). These streamline plots 
are constructed to indicate the tangent of the wind direction at each point, but no 
information is provided about the magnitude of the wind. 



177 

Section 5.2  Vertical and Meridional Structure

5.2 Vertical and Meridional Structure 

Having examined the horizontal structure of the temperature, moisture, and circula-
tion features in section 5.1, we now turn to the vertical structure of the simulated atmo-
sphere. In this section, the results of both standard and low resolution GCM simulations 
are compared with the ECMWF analyses, but the data have been averaged around each 
latitude band of the CSU GCM (see section 3.3.3), and are presented as latitude-pressure 
“cross sections” of the zonal means. The y-axis of these plots is pressure, which can be 
thought of as a log-height axis because of the exponential decrease in pressure with alti-
tude. Diagnostic data were saved in both simulations at seven constant-pressure levels: 
100, 200, 300, 500, 700, 850, and 1000 mb. Because the surface pressure is commonly 
below 1000 mb over elevated terrain, the 1000 mb surface is “underground” in many cas-
es. This leads to missing data for the lower troposphere in the plots presented here; areas 
of missing data are simply left blank. To construct the plots of ECMWF data for compari-
son, I used only the data from the same pressure levels as was saved for the GCM simula-
tions. Unlike the GCM results, the data from the ECMWF have been extrapolated to 1000 
mb in all cases, so there are no areas of missing data in the plots of “observed” data even 
though the 1000 mb surface (and in some cases the 850 and 700 mb surfaces) are below 
the Earth’s surface. In all the plots in this section, the x-axis is latitude, with the South 
Pole on the left, and the North Pole on the right. 

5.2.1 Temperature Structure

The vertical and meridional structure of the zonal mean temperature for the ECMWF 
data is presented in Fig. 5.7; these data have been subtracted from the analogous results 
of the GCM experiments to form the difference plots in the lower four panels. The basic 
pattern is quite simple, with high temperatures over the tropics in both January and July, 
and temperatures decreasing with both latitude and height, although of course the gradi-
ent is somewhat more steep in the winter hemisphere. 

The most obvious difference between the ECMWF data and the simulated thermal 
structure is the region of very warm temperatures in the GCM’s upper troposphere. This 
feature is much more pronounced in the LOWRES experiment than in the standard run, 
and stronger in July than in January, with a large area of more than 15 K difference for 
the LOWRES experiment in July. Simulated temperatures in the lower troposphere are 
much closer to the ECMWF values, so the warm region near 200 mb in the tropics indi-
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Zonal Mean Temperature 

January July 

(Kelvin)  

FIGURE  5.6: The zonal mean temperature as calculated from the ECMWF data (top pair of 
panels) and as simulated by the CSU GCM (bottom four panels). The 
horizontal axis is latitude and the vertical axis is pressure. The GCM results 
are presented as difference plots (ECMWF data are subtracted before plotting. 
Contour interval for the ECMWF data is 5 K, with dark shading above 290 K and 
light shading below 225 K. The difference plots have a contour interval of 2.5 K, 
with light shading below -10 K and dark shading above 10 K. Dashed contours 
indicate negative values.
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cates that the model atmosphere is much more statically stable in the tropics than indicat-
ed by the ECMWF data. This is expected to lead to a reduced mean meridional 
circulation (Hadley cell) due to the enhanced static stability (this idea is further explored 
in section 5.2.3). 

It is interesting to note that in earlier simulations without the new cloud microphysics 
parameterization, the tropical upper troposphere was colder than observed, and the Had-
ley cell was much too strong, with more cumulus precipitation in the ITCZ than ob-
served (Fowler and Randall, 1994). Before the inclusion of EAULIQ in the CSU GCM, 
cloud albedo and infrared emissivity were parameterized according to cloud temperature 
only. The availability of the mixing ratios of the various condensate phases in EAULIQ 
has made possible a more sophisticated representation of cloud radiative properties ac-
cording to liquid and ice water paths. (Fowler et al., 1994, see section 3.3.1). The new pa-
rameterization has resulted in more absorption of solar radiation by upper tropospheric 
clouds than in previous simulations, giving a more realistic simulation of the Earth’s radi-
ation budget and tropical precipitation (Fowler and Randall, 1994), but it appears from 
the results in Fig. 5.7 that this problem has been “fixed” a little too well, especially for 
the low resolution version of the GCM. The single scattering albedo used to calculate the 
interactions of shortwave radiation with ice crystals in the model was 0.97, which may 
be too low, leading to excessive solar heating in the tropical upper troposphere. 

The simulated temperatures are also warmer than observed above the summer polar 
regions in both January and July. In January, the effect is not confined to the upper tropo-
sphere but is felt throughout the depth of the troposphere, leading to a considerably weak-
er meridional temperature gradient in the southern summer than is observed. This is 
associated with weaker than observed westerly winds through the thermal wind balance 
(see Fig. 5.7 and the discussion in the next section). 

Near the surface, the difference plots of thermal structure are qualitatively different 
between the standard and LOWRES simulations in the lower troposphere in winter. The 
standard model is considerably cooler than observed (by more than 10 K) at 70° N in Jan-
uary and at 70° S in July, whereas the LOWRES model is nearly 10 K warmer than ob-
served in the northern Arctic winter. 

Simulated temperatures in the “stratosphere” (above about 200 mb in middle lati-
tudes) are systematically colder than in the ECMWF data. The “top” of the GCM is at 
51.3 mb, and there are only two model levels above 100 mb (just one in the LOWRES cal-
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culation), so the stratosphere is not resolved. Thus it is not surprising that the tempera-
ture structure simulated in these experiments differs significantly from observations of 
the real stratosphere in which both radiative and dynamical processes are active. Because 
the region of colder than observed temperatures near the top of the model is confined to 
the extratropics in both simulations in both months, the reverse temperature gradient 
seen in the ECMWF data is much weaker in the GCM. This is probably the reason for the 
lack of simulated easterly winds at 200 mb (see Fig. 5.5).

5.2.2 Zonal Wind

As noted in the previous sections, the vertical and meridional distribution of the zon-
al wind is directly related to the temperature field according to the thermal wind balance. 
The zonal mean cross section of zonal wind presented in Fig. 5.7 reflects this relation-
ship. The general structure of the zonal wind field is quite similar between the ECMWF 
data and the simulation results, showing a strong westerly jet in the winter hemisphere 
and a somewhat weaker jet at higher latitude in the summer hemisphere in both January 
and July. 

The simulated midlatitude jet streams in the winter hemisphere are quite well repre-
sented in the standard experiment in both January and July, but are considerably weaker 
than observed in the LOWRES run. As noted in the previous section, the simulated west-
erly winds in the southern hemisphere are much weaker than observed, especially in Jan-
uary. This is related to the fact that the meridional temperature gradient in the summer 
hemisphere is so much weaker than observed. 

The observational data show deep easterly winds in the tropics, reaching all the way 
to 100 mb over the equator in both January and July; the tropical easterlies are much shal-
lower as simulated by the GCM. As noted above, this is a consequence of the colder than 
observed extratropical “stratosphere” in the GCM. Weak polar easterly winds are present 
in both the ECMWF data and the GCM results, although because of the elevated terrain 
much of these areas is masked out as missing values in the figure.

From the data considered here, it is impossible to discern the cause of the differences 
between the vertical structure simulated by the GCM and that represented by the 
ECMWF data. The thermal wind balance dictates that the warm temperatures in the simu-
lated upper troposphere and the cold extratropical “stratosphere” are intimately timed to 
the weaker than observed midlatitude westerlies and the lack of deep tropical easterlies 
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Zonal Mean Zonal Wind 

January July 

(meters per second)  

FIGURE  5.7: The zonal mean zonal wind as calculated from the ECMWF data (top pair of 
panels) and as simulated by the CSU GCM (bottom four panels). The 
horizontal axis is latitude and the vertical axis is pressure. The GCM results 
are presented as difference plots (ECMWF data are subtracted before plotting). 
Contour interval for the ECMWF data is 5 m s-1, with dark shading above 30 m s-
1. The difference plots have a contour interval of 2.5 m s-1, with dark shading 
above 5 m s-1 and light shading below -5 m s-1. Dashed contours indicate negative 
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in the GCM. Whether this is caused by dynamical factors affecting the simulation of the 
winds or by physical factors affecting the thermal structure is unknown, however. Cer-
tainly the enhanced radiative heating associated with EAULIQ may play a role.

5.2.3  Mean Meridional Circulation

The streamfunction of the mean meridional circulation (MMC) is presented in Fig. 
5.7 as derived from the zonal mean meridional wind component from the ECMWF data 
and both GCM simulations. Contours of the streamfunction represent mass transport in 
the zonal mean, with the intensity of the vertical and meridional transport shown by the 
gradient of the streamfunction. Specifically, the streamfunction is defined from 

 , (5.1)

where Ψ is the streamfunction of the MMC, [v] is the zonal mean meridional (southerly) 
wind component, [ω] is the zonal mean vertical velocity in pressure coordinates 
( ) p is pressure, ϕ is latitude, a is the radius of the Earth, and g is the acceleration 
of gravity. The streamfunction Ψ is obtained by integrating (5.1), and an arbitrary 
constant of integration defines the units of Ψ. To construct Fig. 5.7, the zonal mean 
meridional wind [v] was used to calculate [ω] by mass continuity, and the streamfunction 
was calculated by integrating upward using the boundary condition that no mass crosses 
the Earth’s surface (thus the streamfunction is defined to be zero at 1000 mb). 

Mass transport along the contours of the streamfunction in Fig. 5.7 is clockwise 
around positive values and counterclockwise around negative values. By far the stron-
gest circulation cell is the winter Hadley cell, which is represented by the strong positive 
values of Ψ in January and by the strong negative values in July. A much weaker Hadley 
cell is evident in the summer hemisphere in both months, and is represented in the figure 
by values of opposite sign from the main cell. Even weaker circulations in the opposite 
sense are present poleward of the Hadley cells in both hemispheres; these are the Ferrel 
cells. 

v[ ]2π ϕacos g p∂
∂Ψ=

ω[ ]2πa2 ϕcos g– ϕ∂
∂Ψ=

ω td
dp

≡
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Mean Meridional Circulation 

January July 

(10   kg  s   )  9 1 - 

FIGURE  5.8: The streamfunction of the zonal mean meridional circulation as calculated from the 
ECMWF data (top pair of panels) and as simulated by the CSU GCM (bottom 
four panels). The horizontal axis is latitude and the vertical axis is pressure. 
Contour interval for all six panels is 20 × 109 kg s-1. Dark shading is used for 
values greater than 100 × 109 kg s-1 in January and greater than 20 × 109 kg s-1 in 
July. Light shading indicates values less than -20 × 109 kg s-1 in January and less 
than -100 × 109 kg s-1 in July. Dashed contours indicate negative values.
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Upward motion is indicated by positive  (see (5.1)), and is strongest in the 
ECMWF data just south of the Equator in January and at about 15° N in July; this is the 
rising limb of the Hadley cell. Sinking motion in the subsiding branch of the Hadley cell 
is indicated by strong gradients of the opposite sign, and is strongest at about 20° latitude 
in the winter hemisphere in the ECMWF data. 

The location of the Hadley cell in the standard GCM is quite well simulated in both 
January and July, although the intensity of meridional overturning is somewhat weaker 
than indicated by the ECMWF data. This is particularly true in January, where the maxi-
mum value near 10° N in the middle troposphere is only about 110 in the GCM, com-
pared to about 180 as derived from the ECMWF data. The strength of the Hadley cell as 
represented by the LOWRES model is even weaker still, with central maxima of the 
streamfunction less than half that of the ECMWF in January and about 70% as strong in 
July.

To the extent that meridional transport of the simulated tracers is accomplished by 
the mean meridional circulation, these results suggest that it will be rather weak in the ex-
periments performed here, and that it will be stronger in the standard than the LOWRES 
run. Meridional mixing is evaluated in the next section by a comparison of the simulated 
concentrations of 85Kr (tracer T16) with observations and with a previous simulation.

5.3 Large-scale Mixing of Krypton-85

Because 85Kr is produced only in the northern middle latitudes (as a by-product of 
nuclear fuel processing, see the discussions of 85Kr in sections 2.4 and 3.4.6), it is useful 
as a tracer for evaluating the large-scale mixing properties of the atmospheric circulation. 
In this section the simulated concentrations of this tracer are compared to both observa-
tions and a previous simulation by Heimann and Keeling (1989; hereafter referred to as 
HK89) to provide information about the realism of the meridional transport of tracers in 
the CSU GCM. From the results of the previous section (Fig. 5.7) with respect to mean 
meridional circulation of atmospheric mass, we expect that the meridional mixing of trac-
ers might be slightly weaker than observed.

Weiss et al. (1983) reported on measurements of 85Kr concentration in samples col-
lected along several ship cruises along the Atlantic Ocean. These data (and some supple-
mental data not previously reported) were used by HK89 to evaluate large scale mixing 

ϕ∂
∂Ψ
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of tracers in the GISS tracer model. The comparison presented by HK89 is repeated here 
(Fig. 5.9), and a similar plot is made for the given months using the simulated concentra-
tions of tracer T16 from the standard experiment in the present study.

In the shipboard measurements and in both the simulation by HK89 and the standard 
GCM, the difference in concentration between the northern and southern high latitudes is 
about 4 pCi m-3 STP in all four months shown in the figure. The HK89 concentrations 
are a bit too high in January of both 1982 and 1983 in the northern middle latitudes, and 
also in the lower northern latitudes in March of 1983. The CSU GCM results are closer to 
the observations during these months. 

The simulated concentrations from the GCM experiment show more variability in the 
northern middle latitudes than the HK89 concentrations. This is due to dispersion error 
in the numerical scheme used to advect the tracer in the GCM (see section 3.3.4), which 
is expected in the simple second order scheme used in this experiment (Rood, 1987). 
This issue is explored in more detail below.

The HK89 simulations show a sharp break in concentration near the equator in all 
four months; this is also evident (although slightly weaker) in the Weiss et al. (1983) ob-
servations. This steep tropical gradient has been interpreted as the result of deep tropical 
convection in the ITCZ, which forms the most significant barrier to interhemispheric ex-
change of mass (see section 2.4.3). The tropical gradient in the GCM results is consider-
ably weaker than in the HK89 results, and slightly weaker than in the observational data. 
This suggests that interhemispheric exchange of 85Kr in the CSU GCM is too strong, con-
trary to the analysis of simulated winds shown above in section 5.2.3. 

In section 2.4.3, an expression was derived for calculating the “interhemispheric ex-
change time” of a tracer from hemispheric mean concentrations and total hemispheric 
surface emissions; it is repeated here for convenience:

(5.2)

where ∆q is the difference in hemispheric mean concentration between north and south, 
SN is the total rate of tracer emission in the northern hemisphere (SS is zero for 85Kr), 
and λ is the decay constant for the tracer. Substituting annual mean values of ∆q and SN 
into (5.2), τ = 0.87 yr for 85Kr in the standard experiment. This is less than the value of 

τ 2∆q
SN SS–( ) λ∆q–

---------------------------------------=



186 

CHAPTER 5:  Comparison of the Simulated Climate to Observational Data

April 1981

SP 60S 30S EQ 30N 60N NP
Latitude

14

16

18

20

22

January 1983

SP 60S 30S EQ 30N 60N NP
Latitude

14

16

18

20

22
March 1983

SP 60S 30S EQ 30N 60N NP
Latitude

14

16

18

20

22

January 1982

SP 60S 30S EQ 30N 60N NP
Latitude

14

16

18

20

22

p
C

i m
   

 (
S

T
P

) 
- 3
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FIGURE  5.9: Simulated concentration 85Kr over the Atlantic Ocean at 30° W longitude for 
four months in which observational data are also available. (a) Results of 
Heimann and Keeling (1989) using the GISS tracer model; (b) Results of the 
present study using the standard GCM.
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1.3 yr determined by HK89, which is consistent with the weaker tropical gradient in Fig. 
5.9. Weiss et al. (1983) estimated t to be between 1.0 yr and 1.7 yr using a different 
definition strictly from their observational data (other estimates of τ for 85Kr are 
reviewed in section 2.4.3). 

Maps of the simulated concentration field at the surface of the Earth from HK89 and 
the standard GCM are compared in Fig. 5.10 for January 1982 and in Fig. 5.11 for July, 
1982. Both maps are for the concentration in the lowest model layer, but while the CSU 
GCM uses a bulk boundary layer parameterization to represent this variable depth layer 
the GISS tracer model uses a fixed layer of 50 mb depth. Note that the contour intervals 
are not uniform in either the HK89 results or the GCM results. The GCM results have 
been smoothed by computing each value as a weighted mean of the gridded concentra-
tion and its nearest neighbors in each direction. 

The general shape of the concentration field is very similar between the HK89 results 
and the GCM simulation. Regional “hot spots” of high concentration surround each of 
the point sources (see Table  3.4 in 3.2.2.4); these are superimposed on a roughly zonal 
pattern of isolines showing a north to south gradient of about 4 pCi m-3 at standard tem-
perature and pressure (STP). In both simulations the background meridional gradient is 
noticeably “distorted” by the atmospheric circulation in the North Atlantic and near the 
east coast of Asia. The meridional gradient is also concentrated in the tropics in both sim-
ulations, although not quite as strongly in the GCM experiment as in the HK89 results. 

The biggest difference between simulated concentration fields in the HK89 study and 
the present results is that the concentration maxima near the point sources are much 
stronger in the GCM simulation. The maximum concentration (in the unsmoothed data) 
in the GCM was 270 pCi m-3 STP in January and 116 pCi m-3 STP in July (in western 
Russia near what is by far the largest emission source in the world, see Table  3.4). It is 
difficult to tell exactly what the highest contour values are in the HK89 plots, but they ap-
pear to be about 45 pCi m-3 STP in January and 26 pCi m-3 STP in July. Regional con-
centrations are also much higher western Europe and in the vicinity of Hanford, WA and 
Savannah River, GA in the GCM than they are in the HK89 study. Not only are the con-
centrations very high in the vicinity of the emission sources, but there are also extremely 
low concentrations immediately upwind of the grid cells containing the point sources.

 Monthly mean concentrations reach lows of 6.6 pCi m-3 STP in July and negative 
6.1 pCi m-3 STP in January immediately upwind of the Kyshtym, Russia site (Fig. 5.12). 
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January, 1982 

Simulated Surface Concentration of Krypton-85 

Heimann and Keeling (1989) 

FIGURE  5.10: Comparison of the simulated concentration (pCi m-3 STP) for January, 1982 
between an earlier study (Heimann and Keeling, 1989, upper panel) and the 
standard GCM in the present study (lower panel). Contour interval varies in 
both figures. Contours in the lower panel are drawn at 16-21 by ones, 25-40 
by 5, and 40-80 by 10. Shaded regions in the lower panel are above 25 pCi 
m-3 STP
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July, 1982 

Simulated Surface Concentration of Krypton-85 

Heimann and Keeling (1989) 

FIGURE  5.11: Comparison of the simulated concentration (pCi m-3 STP) for January, 1982 
between an earlier study (Heimann and Keeling, 1989, upper panel) and the 
standard GCM in the present study (lower panel). Contour interval varies in 
both figures. Contours in the lower panel are drawn at 16-21 by ones, 25-40 
by 5, and 40-80 by 10. Shaded regions in the lower panel are above 25 pCi 
m-3 STP
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Also note the pattern of high and low concentrations simulated west of the emission site. 
The strong periodicity of the concentration field at the 2∆x wavelength in the zonal direc-
tion shows that this feature results from dispersion error in the advection of the tracer in 
the presence of the extremely strong gradient in concentration near the emission sources, 
as expected for the simple second order advection scheme used in this experiment. 

Point sources have Fourier components in many wavelengths, and the centered, sec-
ond-order scheme advects these components with different phase speeds (Rood, 1987). 
The scheme fails completely with 2∆x wavelength, and it is this “trapped” 2∆x compo-
nent that leads to the “ripples” of that wavelength upstream of the source. The reason the 
problem is so much more pronounced in the January than the July results is that the mod-
el’s prognostic PBL is much shallower at that season (due to cold and statically stable 
winter conditions), so the emissions are felt in a very shallow layer. This causes the local 
gradient in concentration to be greater, resulting in stronger dispersion error than in the 
summer months. The 2∆y fluctuations in the meridional profiles discussed above (Fig. 
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FIGURE  5.12: Gridded values of monthly mean concentration (pCi m-3 STP) of 85Kr (tracer T16) 
over Western Russia in January, 1982. The Khyshtym nuclear fuel plant (55.7° 
N, 60.6° E) is located in the grid cell with 270 pCi m-3 STP concentration. 
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5.9) are due to the same numerical problem, with advection “ripples” propagating up-
stream (westward) from the several point sources in Western Europe.

Although the numerical problems noted here preclude interpretation of the details of 
the tracer concentration field in the regions of emission sites, the model does quite well 
in reproducing the overall meridional gradient of 85Kr concentration, the interhemispher-
ic exchange time, and many of the more subtle features in the previous simulation by 
HK89. Numerical modeling of a tracer such as 85Kr with several very strong point sourc-
es is much more challenging than the numerical modeling of CO2, because the sources of 
CO2 are very small compared to its background concentration. Therefore the simulated 
meridional gradients of the other tracers can be interpreted with confidence, based on the 
results shown here for 85Kr. 

5.4 Vertical Mixing of Radon-222

Because 222Rn has such a short radioactive half-life (3.83 days), it never gets far 
from its sources (radioactive decay of mineral material in rocks and soils). It has there-
fore been used to evaluate the vertical mixing of the atmosphere. Liu et al. (1984) re-
viewed existing observational data of vertical profiles of 222Rn, and this compilation was 
used by HK89 to evaluate the vertical mixing simulated by the GISS model. 

Meridional cross-sections of the zonal mean concentration of 222Rn as simulated by 
the standard GCM are presented in Fig. 5.13. The general pattern of concentration re-
flects the fact that the (uniform, invariant) source is located on the ice-free continents, 
which are of course concentrated in the northern hemisphere. The maximum concentra-
tion is slightly elevated (around 850 mb) because the concentration is much lower over 
the oceans, and because 1000 mb data are missing over land much of the time due to low 
surface pressure. Concentration diminishes rapidly with height due to radioactive decay, 
as expected. Note the secondary maximum near 200 mb at about 15° S in January and 
about 20 °N in July. This is due to penetrative cumulus convection, which transports the 
tracer directly from the PBL to the level at which the cloud detrains (its level of neutral 
buoyancy). 

Most of the available observational data are for summer conditions, and Liu et al. 
(1984) compiled an “average” profile for summertime conditions over the central United 
States. To compare vertical profiles of 222Rn with these observational data, I combined 
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Zonal Mean Radon-222 Concentration 
pCi m    STP 3 - 

FIGURE  5.13: Meridional cross sections of 222Rn as simulated in the standard GCM experiment. 
The horizontal axis is latitude and the vertical axis is pressure. Data are 
multiyear means for January and July. The contour interval is 5 pCi m-3 STP in 
both panels.
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monthly mean data from the last three years of the standard experiment at 16 grid cells 
representing the Rocky Mountain region and central Great Plains of the US in June, July, 
and August. This data set amounted to 981 individual concentrations, but because the 
data were saved on constant pressure levels, the corresponding heights were not consis-
tent across all the data. The data were therefore grouped into height ranges, and analyzed 
according to the mean height of the data within each category. Following HK89, I scaled 
the concentration data so that the concentration at 2 km above the ground matched the 
Liu et al. (1984) summertime profile (HK89 used a constant source of 1.32 atoms m-2 
s-1; my scaling corresponds to a smaller emission rate of only 0.82 atoms m-2 s-1). 

The resulting “average” vertical profile of 222Rn over the central US during summer 
is presented in Fig. 5.14. Also included in the figure are the observational compilation of 
Liu et al. (1984) and the simulated profile presented by HK89. The error bars in the up-
per panel were obtained by computing the standard deviation of the approximately 50 in-
dividual GCM concentrations in each height bin, and the error bars in the lower panel 
represent the standard deviation of the observational data as computed by Liu et al. 
(1984). Note that the vertical scale of Fig. 5.14a extends further than that of Fig. 5.14b. 
This is because observations of 222Rn are unavailable in the upper troposphere and strato-
sphere.

The 222Rn simulated by the GCM agrees very well with the observational data in the 
lower and middle troposphere. Above about 8 km, the GCM tends to estimate a higher 
concentration than is observed; this trend was also noted by HK89 for the GISS model. 
The CSU GCM is closer to the observationally derived profile than the GISS model in the 
upper troposphere, and the error bars of the GCM simulation and the Liu et al. profile 
overlap. Above 12 km, the concentration simulated by the GCM drops off sharply, pre-
sumably because of inhibited vertical transport into the stable “stratosphere” at the high-
est model levels. There are no observational data at this height, however, so the realism 
of this feature is impossible to evaluate.

Wintertime concentrations of 222Rn are expected to decrease even more rapidly with 
height than in summer due to increased static stability, but there are not many observa-
tional data available for winter. Liu et al. (1984) present four such profiles in their compi-
lation, all of which were collected by Larson (1974) over the Yukon Valley (Alaska) in 
February, 1972. HK89 compared their simulated concentrations over Alaska with the 
wintertime “average” shown by Liu et al. (1984). Fig. 5.15a presents the monthly mean 
concentrations simulated by the GCM at a single grid point over central Alaska during 



194 

CHAPTER 5:  Comparison of the Simulated Climate to Observational Data

0.1 1 10 100 1000

0

2

4

6

8

10

12

14

16

18

pCi m-3  STP

H
ei

g
h

t 
A

b
o

ve
 G

ro
u

n
d

 (
km

)

Radon-222 Concentration (JJA)
Standard GCM               Central USA

 GCM 
 Liu et al. (1984)  

a 

b 

FIGURE  5.14: Vertical profiles of 222Rn (pCi m-3 STP) over the central United States as 
simulated by (a) the standard GCM and (b) HK89. Both panels also include the 
observational data compiled by Liu et al. (1984). In (a), the error bars indicate 
one standard deviation of the GCM data. In (b) the error bars indicate one 
standard deviation of the observational data.
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the final three Februaries of the standard experiment. Fig. 5.15b shows the measured pro-
files presented by Liu et al. (1984) for comparison. Because the GCM data comprise just 
three numbers for each data point, I have not computed standard deviations of these 
means. 
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FIGURE  5.15: Vertical profiles of wintertime 222Rn concentration over central Alaska (a) as 
simulated by the standard GCM and (b) as measured by Larson (1974, 
presented by Liu et al., 1984). 
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As expected, the vertical gradient in concentration is steeper in the wintertime case 
than in summer, for both the simulation and the observations. The simulated concentra-
tions do not decrease quite as rapidly as the observed ones in the lower troposphere, and 
no observational data are available above 5 km. It is not clear how representative these 
data are, however, so robust conclusions about the wintertime vertical mixing in the CSU 
GCM are impossible from this comparison. HK89 also noted that the GISS model predict-
ed slightly weaker vertical gradients in 222Rn in winter than presented by Liu et al. 
(1984).

5.5 Summary

The climate as simulated by the CSU GCM successfully reproduces that of the Earth 
in many respects, but has a number of significant deficiencies. From the point of view of 
the tracer calculation in the present study these are of most concern in the LOWRES ex-
periment. Serious deviations from the expected circulation are:

• The Hadley cell in the LOWRES model is much weaker than calculated from 
the ECMWF data. This was expected to lead to insufficient meridional mixing 
of the tracers from the north to south, but in fact the LOWRES experiment 
was characterized by very rapid interhemispheric tracer exchange (section 
6.1).

• The midlatitude westerly winds in the LOWRES model are much too weak, es-
pecially in the southern hemisphere. This problem is much less serious in the 
northern hemisphere in the standard model. 

• Rainfall over India associated with the summer monsoon is weaker than ob-
served, especially in the standard model. This is not a problem for the tracer 
calculation per se, but could lead to anomalous behavior by SiB2 due to unre-
alistic drought stress, which could have repercussions for the calculation of 
the surface CO2 flux. The Tibetan plateau is much too cold and wet in July in 
the LOWRES model (because of deep snow!). 

On the other hand, the results of the tracer simulations of 85Kr and 222Rn are very sat-
isfying, and suggest that at least the standard model does an acceptable job of distribut-
ing trace gases for which we have a good idea of the real distribution. Because of the 
aforementioned problems with the circulation in the LOWRES model, I will focus prima-
rily on the results of the standard model in my analysis of the CO2 tracers in Chapters 6 
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and 7. 
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Annual Mean Tracer Distributions and 
the Global Carbon Budget

This chapter discusses the spatial distributions of the simulated tracers in the annual 
mean. Annual mean differences in mass-weighted mean concentration between the north-
ern and southern hemisphere are the broadest measure of the effect of atmospheric tracer 
transport given the distribution of surface fluxes prescribed as a boundary condition. The 
interhemispheric gradient in concentration is determined by the rate of interhemispheric 
mixing, which is expressed in terms of the interhemispheric exchange time τ, as dis-
cussed in section 2.4.3 and briefly considered in section 5.3. This parameter is important 
because meridional mixing largely determines the gradients in concentration of the trac-
ers that are used to calculate the global carbon budget by fitting simulated to observed 
concentrations at the NOAA flask stations. In section 6.1, the evolution of the interhemi-
spheric gradient during the experiments is considered. This analysis provides important 
insights into the processes involved in meridional mixing and interhemispheric exchange 
of the tracers.

As noted in previous studies (Fung et al., 1983; Heimann et al., 1986; Heimann and 
keeling, 1989; TFT90), tracers with purely seasonal surface fluxes (e.g. tracer T9 in this 
study) show spatial gradients in annual mean concentration due to seasonal correlations 
between surface fluxes and the atmospheric circulation. Conversely, tracers with steady 
surface fluxes (e.g. tracer T1 in this study) can show pronounced seasonality in concentra-
tion due to seasonal fluctuations of the winds. The annual mean spatial distribution of 
each tracer is examined in section 6.2, both at the Earth’s surface, and in terms of its ver-
tical and meridional structure in the free troposphere.

The seasonal cycle of photosynthesis and respiration in the northern hemisphere dom-
inates the variability of global CO2 concentrations (see Fig. 1.3 in Chapter 1 and the dis-
cussion in Chapter 4). Some of the most significant elements (e.g. fossil fuel emissions) 
of the global carbon budget have very little seasonal variation, however. In attempting to 
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deduce the strengths of the various sources and sinks by fitting the simulated tracer con-
centrations in this study to the observed variations of atmospheric CO2, it is important to 
keep the “signal to noise ratio” as high as possible. Fitting the monthly concentration 
time series at each station would result in a fit dominated by the seasonal “breathing” of 
the terrestrial biosphere, so the calculation is done instead in terms of the annual mean 
concentration at each station. This approach has also been used by Keeling et al. (1989a) 
and TFT90. The global carbon budget is analyzed in section 6.3. 

6.1 Interhemispheric Exchange of the Tracers

After initializing the tracer calculation with globally uniform concentrations of each 
tracer in the LOWRES experiment, the difference in concentration between the northern 
and southern hemispheres grew rapidly, and equilibrium became established after several 
years (Fig. 6.1). As expected (Plumb and McConalogue, 1988), tracers with emissions 
concentrated far from the equator (T3, T4, T8, and T16) develop a steeper gradient than 
those of with sources of equal magnitude concentrated in the tropics (e.g. T2 and T6). 
The seasonal cycle is prominent in the plots shown here. The only tracer whose surface 
fluxes can experience any interannual variability is T18, the SiB2 terrestrial CO2 flux. In-
terannual variability in the interhemispheric concentration difference in other tracers is 
due to interannual variability in the model circulation. 

At the end of the tenth year, the tracer concentration fields were passed from the 
LOWRES model to the standard GCM, which was then integrated for another four years. 
This transition is easy to see in Fig. 6.1 as a jump in the “equilibrium” interhemispheric 
gradient of many of the tracers. The changes in gradient are not uniform across the differ-
ent tracers; those with purely seasonal fluxes (T9, T15, and T18) barely show any effect, 
for example, and the tracers with tropical sources (T2 and T6) respond mainly by show-
ing less high-frequency “noise.” Most important for the carbon budget calculation is that 
the gradients tend to be stronger in the standard than in the LOWRES experiment. This is 
surprising, because the interhemispheric exchange of mass is actually much weaker in 
the LOWRES model, as discussed in section 5.3 (see Fig. 5.7). 

Interhemispheric exchange times for 85Kr and fossil fuel CO2 (tracer T1) were calcu-
lated for years 6 – 10 of the LOWRES experiment and for years 2 – 4 of the standard ex-
periment, using the definition derived in section 2.4.3. For comparison with earlier 
estimates of this parameter, the values are presented in Table 6.1 along with the others 
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FIGURE  6.1: Interhemispheric concentration difference (Northern Hemisphere mean minus 
Southern Hemisphere mean) in parts per million, vs. elapsed time in years.
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discussed in Chapter 2. For the LOWRES experiment, τ < 0.7 yr for both tracers, which is 
much shorter than previous estimates using the same definition of the exchange time. As 
discussed in Chapter 5, the exchange time for the standard model is close to that derived 
by others, but is a bit shorter than most. Why should the LOWRES model give such a 
short exchange time, considering that the mean meridional circulation is so much weaker 
than it is in the standard model?
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FIGURE  6.1 (cont’d): Interhemispheric concentration difference (Northern Hemisphere mean 
minus Southern Hemisphere mean) in parts per million, vs. elapsed time in years.
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Table 6.1: Interhemispheric Exchange Times

Tracer 
Species Study Definition τ (years)

CO2

This study (LOWRES) 0.62

This study (standard model) 0.82

Czeplak and Junge (1974) 0.9

Heimann et al. (1986) 1.87

TFT90 1.0

85Kr

This study (LOWRES) 0.67

This study (standard model) 0.89

Czeplak and Junge (1974) 1.8

Weiss et al. (1983) 1.0, 1.7

Jacob et al. (1987) 1.1

Heimann and Keeling (1989) 1.3

CFC-11, 
CFC-12 Prather et al. (1987) .74, .68

General Plumb and McConalogue 
(1988) .73 

2∆q
SN SS–
-----------------

2∆q
SN SS–
-----------------

∆q
dq dt⁄
---------------

2∆q
SN SS–
-----------------

2∆q
SN SS–
-----------------

2∆q
SN SS–
-----------------

2∆q
SN SS–
-----------------

2∆q
SN k∆q+
----------------------

ln qN qS⁄( )
k 2.5%+

-------------------------

∆q
FN S→
---------------

MN MS–
FN S→

---------------------

MN MS–
FN S→

---------------------

∆q SN⁄



202 

CHAPTER 6:  Annual Mean Tracer Distributions and the Global Carbon Budget

The answer lies in the fact that the vertical gradient of tracer concentration is steeper 
in the LOWRES experiment than in the standard run (Fig. 6.2). In the annual mean, the 

mean concentration of tracer T1 in the tropics in the LOWRES model decreases nearly 
twice as fast from the surface to the top of the model as it does in the standard experi-
ment. This means that although the Hadley cell is much stronger in the standard run, the 
concentration of CO2 in the upper and lower branches is more nearly equal, so the net 
flux of tracer across the equator is slower than in the LOWRES experiment.

The reason for the stronger vertical gradient in the LOWRES run is apparent from 
Fig. 6.4, which compares the zonal mean detrainment rate from cumulus convection in 
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FIGURE  6.2: Vertical profile of simulated annual mean concentration of fossil fuel CO2 in the 
tropics (20° S to 20° N latitude) in both the LOWRES and standard experiments. 
The global mean concentration was subtracted from each value before averaging. 
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the two experiments. The detrainment mass flux in the standard run is nearly twice as in-
tense as it is in the LOWRES experiment, resulting in the homogenization of tracers in 
the vertical in the tropics. The reasons for the weak convective activity in the LOWRES 
experiment are unknown, but probably result from the general “dilution” of large scale 
inhomogeneities in moist static energy at the coarse resolution of the LOWRES grid.

The inhibitory effect of vertical mixing by cumulus convection on the interhemispher-
ic exchange of tracers was confirmed by the NOCUTRAN experiment. Recall that the 
tracer simulated in this sensitivity test was identical to the LOWRES tracer T1 (driven by 
the same fossil fuel emission data, and using the same atmospheric circulation), but with 
tracer transport by cumulus convection disabled. Cumulus convection and EAULIQ still 
operated in the same way as in the LOWRES run, but had no effect on the tracer concen-
tration. The interhemispheric mixing time determined from this experiment was only 
0.56 yr – even shorter than the 0.62 value obtained for the LOWRES run.

The use of the interhemispheric exchange time τ implies a conceptual model of the at-
mosphere as a pair of boxes, with mixing across the interface between them much slower 
than mixing within the boxes. To investigate the realism of this conceptual model, the 
2BOX experiment simulated a tracer with no source or sinks at all that was initially con-
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FIGURE  6.3: Schematic of the reason why a stronger mean meridional circulation in the 
tropics can lead to weaker interhemispheric mixing of a tracer. The weaker 
vertical tracer concentration gradient in the standard experiment produces an 
interhemispheric exchange time that is significantly longer than in the LOWRES 
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FIGURE  6.4: Latitude-pressure cross sections of the zonal mean cumulus detrainment 
mass flux (month-1), as simulated in the LOWRES experiment (upper panel) 
and the standard GCM (lower panel). Contour interval in both plots is 2 month-
1. Values over 20 month-1 are shaded. The ordinate in both panels is pressure 
in mb, and the abscissae are latitude.
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fined to the northern hemisphere and allowed to mix freely into the southern hemisphere 
with time. As shown by Plumb and McConalogue (1988), τ as defined in section 2.4.3 is 
a function of the source distribution of a tracer; the mixing time deduced from the 2BOX 
experiment is truer to the concept of a simple mixing model. In the 2BOX experiment, 
the e-folding time of the interhemispheric concentration difference is only 0.21 yr (Fig. 

6.5). Recall from section 2.4.3 that τ is supposed to represent twice the e-folding time of 
mean interhemispheric concentration difference of a tracer after the surface fluxes are 
“shut off” as they have been here (although the definition of t used above is meaningless 
in the case of no sources or sinks). Using , the interhemispheric exchange time 
for the 2BOX experiment is significantly shorter than calculated for any other experiment 
performed in this study. This difference highlights the dependence of τ on the tracer be-
ing simulated and calls into some question the applicability of the two-box concept of in-
terhemispheric mixing.
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6.2 Annual Mean Concentration Fields

The concentrations of the tracers are simulated by the model throughout the depth of 
the troposphere, but since nearly all the observational data are available only for the sur-
face of the Earth, maps of the simulated concentration are only shown below (section 
6.2.1) for the planetary boundary layer (PBL). Above the PBL, the concentration field be-
comes more zonal as mixing by stronger winds dilutes regional gradients imposed by sur-
face fluxes below. Thus the vertical structure is fairly well captured by latitude-pressure 
cross sections of the zonal mean concentrations, which are shown in section 6.2.2.

All of the data presented in this section are multiyear annual means calculated from 
monthly means of years 2 through 4 of the standard experiment. To avoid weighting the 
concentration data toward the later years in the presence of secular trends, the concentra-
tion at the South Pole in January was subtracted from each monthly concentration field 
of a given year. After the multiyear means were calculated, the multiyear mean at the 
South Pole was subtracted from the overall average field as well, so that all the data here 
are relative to the surface concentration at the South Pole. Dark shading is always used 
to indicate high concentrations, and light shading to indicate low concentrations. Specific 
thresholds used to define the shaded regions vary from plot to plot, as does the contour 
interval; these parameters are indicated in the caption of each figure.

6.2.1 PBL Maps

6.2.1.1 Anthropogenic Tracers

The concentrations of the two tracers representing the response to anthropogenic 
emissions (T1 and T2) have very different geographic patterns in the annual mean (Fig. 
6.6). The global emissions from fossil fuel combustion (T1) are prescribed to be 6 times 
as great as those from tropical deforestation (T2), but the global mean difference from the 
South Pole concentration is nearly 16 times as high. This is because the deforestation 
source is located in the tropics, straddling the Equator and so is able to penetrate much 
more easily to high southern latitudes than the fossil fuel tracer. The pole-to-pole differ-
ence in concentration of T1 is more than 5 ppm, but there is almost no difference be-
tween Arctic and Antarctic concentrations of T2 because of its ability to penetrate 
equally into both hemispheres. 
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Anthropogenic Emission Tracers 

PBL Concentration (ppm) 

FIGURE  6.6: Annual mean concentration of the anthropogenic tracers T1 and T2 
(ppm difference from the South Pole). 

Contour interval is 1.0 ppm for T1 and 0.25 for T2.

Dark shading indicates values above 7.0 ppm for T1 and 0.5 ppm for T2. 

Light shading indicates values below 0.0 ppm fin both panels. 
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 Both tracers show regional “hot spots” of high concentration near their sources, but 
these are much more intense in the case of fossil fuel emissions than for tropical defores-
tation. Maximum concentrations of T1 in western Europe are over 14 ppm, but T1 never 
reaches more than about 1.25 ppm in the annual mean. This is likely due to the fact that 
fossil fuel is burned in regions that are subject to very stable air masses during at least 
part of the year, whereas tropical deforestation occurs in a region dominated by a deep 
turbulent PBL and deep cumulus convection which mixes the tracer vertically into the 
higher levels where long-range transport by strong winds is more likely.

Some downwind transport of T2 in the trade wind zone is evident, but outside the 
tropics the concentration field is nearly flat. By contrast, the concentration field of T1 out-
side the source regions shows a distinct meridional gradient that is concentrated in the 
tropics because of relatively sluggish interhemispheric transport as discussed in section 
6.1 above. The PBL concentration field of T1 is notably flat in the southern hemisphere.

6.2.1.2 Ocean tracers

The concentration fields of the regional ocean tracers (T3 – T8, see Fig. 6.7) exhibit 
some of the same features discussed above for the anthropogenic tracers. Total annual 
surface fluxes for all six regions are the same (1 Gt C yr-1), with the Equatorial and Ant-
arctic regions acting as sources and the other four regions acting as sinks. The global 
mean concentration difference from the South Pole increases with latitude (both north 
and south) because of the barrier posed by deep tropical convection. Each tracer has a 
maximum (or minimum, according to the sign of its surface fluxes) in its source region, 
with nearly zonal isopleths outside this region. The meridional gradients of all six tracers 
are concentrated in the tropics, and are relatively flat in the opposite hemisphere from the 
source area. 

Note that the concentration field of tracer T8 (due to a 1 Gt C yr-1 source in the Ant-
arctic) is negative everywhere north of about 45° S, relative to the concentration at the 
South Pole. From the point of view of the meridional gradient at observing stations, this 
source is equivalent to a strong northern hemisphere sink. Also, note that the concentra-
tion field of tracer T6 (due to a 1 Gt C yr-1 source in the Equatorial oceans) is very flat; 
the contours are chosen to exaggerate its gradients and show spatial patterns. Like the 
tropical deforestation tracer, this source has almost no influence on the meridional gradi-
ent because it is efficiently mixed upward and poleward from its source region. 
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Regional Ocean Tracers 

PBL Concentration (ppm) 

FIGURE  6.7: Annual mean concentration of the regional ocean tracers T3 – T8 
(ppm difference from the South Pole). 

Contour intervals in ppm for each tracer are as follows: 
T3 = 0.5, T4 = 0.2, T5 = 0.2, T6 = 0.05, T7 = 0.1, T8 = 0.25. 

Dark shading is used for values above the following thresholds in ppm: 
T3 = 0, T6 = 0.25, T7 = 0.8, T8 = 0.25. 

Light shading is used for values below the following thresholds in ppm: 
T3 = -2, T4 = -1.0, T5 = -1.0, T7 = -0.1, T8 = -1.5. 
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6.2.1.3 Net Terrestrial Sinks

The concentration fields due to the net terrestrial sinks (tracers T10 – T14, see Fig. 
6.8) display the now-familiar pattern of concentration minima in the sink region, zonal 
isopleths elsewhere, a concentrated meridional gradient in the tropics, and a weak gradi-
ent in the opposite hemisphere noted above. As expected, the further north the sink area 
is located, the more intense its effect on the meridional gradient outside the source region. 

The geographic distribution of tracer T10 (due to CO2 fertilization proportional to an-
nual NPP) is somewhat surprising. The sink of this tracer is strongest in the tropics, 
where NPP is highest (see Fig. 3.18 in section 3.4), yet the concentration is lowest in the 
boreal forests of Canada and Russia. This could be due to the larger areal extent over 
which the sink is active in the northern forests as compared to the tropics; air masses 
which spend a long time in contact with the surface sink will be depleted more than air 
masses which simply “pass through” the region quickly. More likely this is due to the 
more efficient convective mixing in the tropics as noted above for tracers with tropical 
sources. A further complication is that the intensity of these sinks varies seasonally ac-
cording to monthly NDVI, so they are active in the boreal region only during the sum-
mer months when the PBL is deeper and more turbulent. Had they been constant 
throughout the year, steeper gradients would likely have resulted in the annual mean be-
cause of the long residence time of air parcels in the PBL during stable wintertime condi-
tions. 

The concentration field of tracer T11 (due to CO2 fertilization proportional to both 
NPP and water stress) is the flattest of all these tracers. This is partly because some of 
the sink is located in the southern hemisphere (so the tracer reaches the south pole more 
easily than the others), and partly because a significant part of the sink is active in the 
tropics where convective mixing destroys the surface gradients. The sink strength is par-
ticularly strong in southern Asia, which is probably due to the fact that the GCM under-
predicts the monsoon rainfall over India in July. This leads to significant water stress as 
predicted by SiB2, which was used to define the sink strength of this tracer. This feature 
is probably not very realistic, since drought stress in an “average” year in that region is 
probably not significant. 
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Net Terrestrial Sinks 

PBL Concentration (ppm) 

FIGURE  6.8: Annual mean concentration of the net terrestrial sink tracers T10 – T14 
(ppm difference from the South Pole). 

Contour intervals in ppm for each tracer are as follows: 
T10 = 0.1, T11 = 0.2, T12 = 0.25, T13 = 0.25, T14 = 0.5. 

Light shading is used for values below the following thresholds in ppm: 
T10 = -0.6, T11 = -0.4, T12 = -1.0, T13 = -2.0, T14 = -3.0. 
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6.2.1.4 Seasonal Terrestrial Biosphere

Finally, in the concentration fields of the tracers representing seasonal exchange of 
CO2 with the terrestrial biosphere (T9, T15, and T18, see Fig. 6.9), we see geographic pat-
terns that are very different from the ones considered above. Recall that the fluxes of trac-
ers T9 (prescribed according to Fung et al., 1987 and TFT90) and T15 (using the CASA 
model of Potter et al., 1993) are exactly zero at all grid points in the annual mean by defi-
nition, reflecting an annual balance between NPP and soil respiration at the grid cell 
scale. The annual total of soil respiration in SiB2 is constrained to equal last year's NPP 
and so should be close to zero as well, but was impossible to predict a priori. 

The global annual fluxes of tracer T18, representing the seasonal exchange due to 
SiB2, varied from year to year as the model adjusted (Fig. 6.10). The soil moisture field 
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FIGURE  6.10: Time series of the global mass of tracer T18 representing the exchange of CO2 
between the atmosphere and terrestrial biosphere as simulated by SiB2. The first 
10 years are from the LOWRES experiment, and the final four years are from the 
standard experiment. Annual means considered in the this chapter refer only to the 
final three years of the standard experiment.
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Seasonal Terrestrial Biosphere 

PBL Concentration (ppm) 

FIGURE  6.9: Annual mean concentration of the tracers which represent the exchange with the 
seasonal terrestrial biosphere (ppm difference from the South Pole). 

Contour intervals for T9 and T15 are 0.5 ppm, and for T18 is 2.0 ppm.

Dark shading indicates values above 3 ppm for T9, 2 ppm for T15, and 4 ppm for T18. 

Light shading indicates values below 0.0 in all three panels.
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in SiB2 required several years to reach equilibrium with the climate of the GCM because 
of the new cloud microphysics parameterization (EAULIQ) imposed at the start-up of 
the LOWRES experiment (see section 3.5), and the CO2 fluxes due to SiB2 reflect these 
changes. After about five years, the flux became steady, but then showed a significant 
fluctuation again at the beginning of the standard experiment. The soil moisture required 
less “spin-up” time in this experiment because the initial condition was specified from 
the end of another two year run with EAULIQ and SiB2. For the final three years of the 
standard experiment, the CO2 flux due to SiB2 was relatively stable, and amounted to a 
net source of about 0.2 Gt C yr-1. Most of the net flux in the annual mean of tracer T18 
was concentrated at a few grid points where significant interannual variability in NPP re-
sulted in a mismatch between uptake and release of CO2 by the biosphere (Fig. 6.11). 

All three tracers exhibit significant meridional concentration gradients in the annual 
mean due to correlations between the seasonal fluxes and the atmospheric circulation al-
though their annual fluxes are zero or nearly so at every grid point. At middle and high 

Annual Mean Flux of CO  Calculated by SiB2 2 

µMol  m   s -2 -1 

FIGURE  6.11: Gridded values of the annual mean net flux of CO2 to the atmosphere as 
calculated by SiB2 for tracer T18 in years 2 – 4 of the standard experiment. 
The color scheme is centered on zero net flux.
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latitudes, photosynthesis dominates the net flux in the summer growing season when the 
PBL is deep and the atmosphere is more convective than it is during the “respiration” 
season in spring and fall. Thus the signal from photosynthetic drawdown of CO2 is 
“mixed away” much more efficiently than the signal from soil respiration. All three trac-
ers have nearly flat concentration fields over the southern oceans; they are all slightly 
negative over most of the southern hemisphere relative to the South Pole.

Both the Fung tracer and the CASA tracer show strong maxima in concentration 
(Fig. 6.9) over the boreal forests of Europe and Asia (tracer T9 has a maximum concen-
tration just over 6 ppm in northern Europe whereas tracer T15 has a maximum concentra-
tion of about 3.5 ppm in Siberia). The concentration field of the SiB2 tracer (T18) is 
dramatically different, however. Like the other two tracers it is positive over most of the 
northern continents, but over the tropical rainforest regions it is an order of magnitude 
more concentrated, with a maximum of over 20 ppm over Brazil. Why does tracer T18 be-
have so much differently than the other two seasonal biosphere tracers?

Of the 18 tracers simulated in this study, only tracer T18 has fluxes which are calculat-
ed on-line by the GCM. The fluxes due to SiB2 represent not only the seasonal oscilla-
tion between photosynthesis and respiration, but also the diurnal cycle in which 
photosynthesis is active during daylight but soil respiration continues through the night 
as well. The atmospheric transport of trace gases has strong diurnal components as well: 
surface heating by the sun drives PBL growth by turbulent entrainment during daylight 
hours, and cumulus convection (at least over land) shows a daytime maximum in most re-
gions. Because photosynthetic drawdown of CO2 is positively correlated with active PBL 
turbulence, it acts on a deeper layer of air than nighttime respiratory fluxes. Furthermore, 
the CO2-depleted air in the daytime PBL is much more likely to be carried aloft by cumu-
lus convection than is the CO2-enriched air at night. This pattern is more realistic than 
the case for tracers T9 and T15, which go right on depleting the nighttime PBL of CO2 as 
if the sun were shining 24 hours a day during the growing season. Similarly, in the fall 
when daily soil respiration exceeds daily NPP, CASA and the Fung et al. (1987) fluxes 
behave as if photosynthesis is completely absent whereas SiB2 continues to deplete CO2 
from the deep PBL in the daytime and enrich the more stable autumn PBL at night.

The diurnal cycle of photosynthesis and respiration in a variable-depth turbulent PBL 
is active throughout most of the year in the tropics, where seasonality in rainfall rather 
than temperature determines the “growing season.” By contrast the winter months in the 
boreal forest exhibit almost no net flux of any of the three seasonally driven tracers. This 
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year-long correlation between PBL structure, cumulus activity, and CO2 flux may ex-
plain the very strong T18 concentration maxima in South America and Equatorial Africa. 
Diurnal and seasonal variability of tracer fluxes, concentrations, and transport is the sub-
ject of Chapter 7. A detailed examination of the hypothesis advanced here is deferred un-
til then.

Unfortunately, very few observational data on CO2 concentrations are available with 
which to compare the simulated tracer distributions presented in Fig. 6.9. The annual 
means in this study represent measurements taken at each grid point once per hour, 24 
hours a day, 365 days a year. The NOAA flask stations sample only the remote marine 
PBL, and care is taken to avoid significant local sources. The diurnal cycle has been well 
documented by intensive field sampling campaigns like the Amazon Boundary Layer Ex-
periment (ABLE, Wofsy, et al., 1988) and the First ISLSCP Field Experiment (FIFE, 
Sellers, et al., 1992a), but never over very large spatial scales or throughout the year, so 
the realism of the annual mean fields in Fig. 6.9 is unknown. The effects of the diurnal 
correlations and the much stronger concentration maxima as simulated by SiB2 over the 
tropical rainforests are investigated in more detail in section Fig. 7.2. 

6.2.2 L-P cross sections

The three-dimensional structure of the annual mean simulated tracer concentrations 
throughout the troposphere is examined in this section in terms of zonally averaged devi-
ations from the surface concentration at the South Pole. In all the plots in this section, the 
horizontal axis is latitude, with the South Pole on the left and the North Pole on the right, 
and the vertical axis is pressure, with the Earth's surface at the bottom, and the top of the 
model at the top of the plot.

As seen in Fig. 6.12, the spatial distributions of the anthropogenic tracers T1 (from 
fossil fuel combustion) and T2 (from tropical deforestation) are very different from one 
another and serve as “archetypes” for most of the other tracers because of the transport 
processes that define them.

Fossil fuel emissions are concentrated in the middle latitudes of the northern hemi-
sphere, which of course is where the highest concentrations are simulated. From the 
source region, tracer T1 is transported both upward and southward, so that there is a 
strong concentration gradient in both directions toward about 45° N at the surface. The 
gradient is concentrated in the northern tropics (due to the barrier posed by tropical con-
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Anthropogenic Emission Tracers 

Meridional Cross Sections 

FIGURE  6.12: Annual mean concentration of the anthropogenic tracers T1 and T2 (ppm 
difference from the South Pole). Ordinates are latitude and abscissae are pressure.

Contour interval is 0.2 ppm for T1 and 0.01 for T2.

Dark shading indicates values above 5.0 ppm for T1 and 0.25 ppm for T2. 

Light shading indicates values below 0.0 ppm fin both panels. 
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vection as discussed above), and near the tropopause because of the barrier to vertical 
mixing posed by the strong static stability there. Above the tropics, the vertical gradient 
is almost eliminated by deep cumulus convection, and convective detrainment is evident 
as a source of the tracer in the upper troposphere (near 200 mb) by the slight “bulge” in 
the isopleths there. The vertical gradient in the southern hemisphere is reversed in sign 
(concentration increases upward), because the primary source of tracer in the southern 
hemisphere is detrainment from deep tropical convection. Tracer transport in the south-
ern hemisphere is downward and poleward, resulting in a weak meridional gradient. Be-
cause the South Pole is elevated (it is 2.8 km above sea level, with an annual mean 
surface pressure of less than 750 mb in the GCM), tracer concentrations are slightly high-
er there than they are on the Antarctic coast. This explains the anomalies in concentra-
tion at high southern latitudes seen in many of the maps in the previous section.

The concentration of T2 is much more uniform than that of T1, with a total range of 
less than 0.3 ppm throughout the troposphere. The source of this tracer is near the equa-
tor, and the highest concentrations are located below about 700 mb in the vicinity of the 
emissions. Vertical structure in the tropics is dominated by a midtropospheric minimum 
in concentration, with a secondary maximum located at the level of detrainment of deep 
convection (200 to 300 mb). This double maximum structure is not seen in similar plots 
made from two-dimensional tracer simulations (e.g., Plumb and McConalogue, 1988). It 
is due to the penetrative effects of deep cumulus convection, in which the tracer is trans-
ported directly from the PBL to the level at which the cloud detrains. Entrainment along 
the way diluted the surface tracer concentration with environmental air, but the in-cloud 
tracer concentrations have no influence on the environmental air below the level of neu-
tral buoyancy. 

The tropical upper troposphere is the primary source of tracer for the rest of the mod-
el, as can be seen by the reverse vertical gradient (concentration increases with height) in 
almost the entire troposphere and the way the isopleths bulge poleward near the tropo-
pause. There is a hint of slow diffusion of tracer upward into the stratosphere, but as dis-
cussed in Chapter 5, this process is not well represented in the CSU GCM because only 
two model levels are used to represent the entire atmosphere above 100 mb. Tracer trans-
port is almost just as efficient into the higher latitudes of both the northern and southern 
hemispheres, with only weak gradients in concentration near the surface except in the 
tropics. Subtropical and tropical convergence at the lower levels results in a much steep-
er gradient there. Note that in the southern hemisphere, the spatial patterns of T1 and T2 
are not dissimilar. This is because for both tracers, the tropical upper troposphere is the 
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main source in the southern hemisphere, whereas the northern hemisphere feels the fossil 
fuel emissions primarily at the surface.

6.2.2.1 Regional Ocean Tracers

In Fig. 6.13, the tracers representing exchange at the air-sea interface (T3 – T8) show 
the familiar pattern of stronger gradients with higher latitude sources, reversed vertical 
gradients in the hemisphere without the source, and concentration of the low-level gradi-
ent with divergence aloft in the tropics. 

Tracer T6 (due to the equatorial oceans) has a distribution that looks very much like 
that of tracer T2 (due to tropical deforestation), with a tropical source in the lower levels, 
a midtropospheric minimum, and an upper tropospheric maximum associated with strong 
cumulus detrainment. 

Tracers T7 (with a sink in the southern middle latitudes), and T8 (with an Antarctic 
source) show that the spatial distribution of tracers with strong northern sources has a 
very similar “mirror image” in the southern hemisphere. These tracers are felt most 
strongly in the high southern latitudes, with transport upward in the south, outward at the 
tropopause, and downward in the north. The resulting pattern in the northern hemisphere 
reflects the downward and poleward transport from the tropical upper tropospheric maxi-
mum, and is not unlike the northern hemisphere pattern of tracers like T2 and T6 with 
tropical sources.

6.2.2.2 Net terrestrial sinks

The simulated three-dimensional structure of the concentration fields of the tracers 
representing net terrestrial sinks (T10 – T14) resembles that of tracer T1 (fossil fuel com-
bustion), because the sinks are mostly concentrated in the middle to high northern lati-
tudes (Fig. 6.14) The further north the sink region is located, the less the tracer tends to 
be transported away. This reflects the general decrease in atmospheric convection with 
latitude, and the more stable PBL, as discussed above. 

The concentration field of tracer T11 (reflecting increased water use efficiency of 
plants in a high CO2 environment) shows the influence of a secondary surface sink in the 
subtropics of the southern hemisphere. Near 20° S, the concentration is significantly low-
er (the sink is stronger) at the surface than the other tracers, and there is almost no verti-
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Regional Ocean Tracers 

Meridional Cross Sections 

FIGURE  6.13: Annual mean concentration of the anthropogenic tracers T1 and T2 (ppm 
difference from the South Pole). Ordinates are latitude and abscissae are pressure.

Contour intervals in ppm for each tracer are as follows: 
T3 = 0.2, T4 = 0.05, T5 = 0.05, T6 = 0.02, T7 = 0.05, T8 = 0.1. 

Dark shading is used for values above the following thresholds in ppm: 
T6 = 0.24, T7 = 0.75, and T8 = 0.5.

Light shading is used for values below the following thresholds in ppm: 
T3 = -2, T4 = -0.75, T5 = -1.0, T7 = -0.05, T8 = -1.4. 
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Net Terrestrial Sinks 

Meridional Cross Sections 

FIGURE  6.14: Annual mean concentration of the net terrestrial sink tracers T10 – T14 (ppm 
difference from the South Pole). Ordinates are latitude and abscissae are 
pressure.

Contour intervals in ppm for each tracer are as follows: 
T10 = 0.02, T11 = 0.02, T12 = 0.05, T13 = 0.1, T14 = 0.1. 

Dark shading indicates values greater than -0.04 for T10

Light shading is used for values below the following thresholds in ppm: 
T10 = -0.5, T11 = -0.26, T12 = -0.9, T13 = -1.6, T14 = -2.5. 
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cal gradient below the tropopause. This “extra” sink in the southern hemisphere accounts 
for the very small deviation from the South Pole concentration exhibited anywhere in the 
troposphere. 

6.2.2.3 Seasonal Terrestrial Biosphere

As we saw in the maps of PBL concentration in the previous section, the three-dimen-
sional distributions of the tracers representing seasonal exchange with the terrestrial bio-
sphere are different from those previously considered, and fail to fall into either of the 
“archetypes” defined by the two anthropogenic tracers (Fig. 6.15).

All three tracers have strong maxima confined to the lower troposphere in the regions 
where biological activity occurs (recall that none have a strong source or sink in the an-
nual mean), and strong minima in the subtropical upper troposphere of both hemi-
spheres. In addition, all three tracers show some evidence of a weak secondary 
maximum in the tropical upper troposphere, although this feature is much more subtle 
than it was in the distributions of tracers T2 and T6. The concentrations in the lower 
southern troposphere are remarkably uniform. Another surprise is how similar the distri-
bution of T18 is to that of tracers T9 and T15, in light of the very different response in the 
PBL discussed in the previous section.

The strong vertical gradients over areas of biological activity seen in all three tracers 
are consistent with the explanation advanced above that photosynthesis dominates during 
the convective season and respiration occurs during periods of greater atmospheric stabil-
ity. The depletion of tracer by photosynthesis is carried aloft, leading to minima in the up-
per troposphere in the annual mean. The positive fluxes due to soil respiration, on the 
other hand, preferentially remain in the source regions, and show up as concentration 
maxima. Since the surface fluxes change signs (on a seasonal basis for all three tracers 
and on a daily basis for SiB2), transport of both the drawdown and the release of CO2 
must occur simultaneously. As the signal is advected further from the source region, mix-
ing occurs, so that by the time a tracer-enriched parcel of air originating in, say, the sta-
ble PBL of the subarctic Autumn, reaches the South Pole, it has mixed with tracer-
depleted parcels that last were in contact with the biosphere in the tropical rainy season. 
This may explain the relatively flat concentration field in the southern high latitudes. A 
similar argument would suggest that the very strong surface maxima in tracer T18 (SiB2) 
in the tropical rainforests is essentially a local feature and is lost almost immediately as 
air moves upward or outward from those regions and mixes with air that last contacted 
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the surface at a different time of day. These interesting features will be further explored 
in Chapter 7.

Seasonal Terrestrial Biosphere 

Meridional Cross Sections 

FIGURE  6.15: Annual mean concentration of the tracers which represent the exchange with the 
seasonal terrestrial biosphere (ppm difference from the South Pole). 
Ordinates are latitude and abscissae are pressure.

Contour intervals in all three panels are 0.1 ppm.

Dark shading indicates values above 1.5 ppm for T9, 1 ppm for T15, and 
0.5 ppm for T18. 

Light shading indicates values below -0.3 for T9 and T18, and below -0.2 for T15.
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6.3 Constrained Global Carbon Budgets

TFT90 considered many scenarios of sources and sinks, testing them against the ob-
served distribution of annual mean CO2 concentration at the NOAA flask stations. In this 
section a similar analysis is performed using the simulated concentration fields presented 
in section 6.2.1 above and the annual mean flask concentrations as derived in Chapter 4. 
The station data used are described in section 6.3.1.

Rather than just try scenarios that seemed plausible, I attempted to select the “best” 
scenario by formally fitting linear combinations of the simulated tracers to the observed 
flask concentrations. This exercise was less useful than had been hoped, and is described 
in section 6.3.2.

To compare the results of the present study to those of TFT90, I evaluated all eight of 
their scenarios, each of which provided an acceptable fit to observations using the GISS 
tracer model. The results of this comparison point out the differences in atmospheric trac-
er transport between the GISS model and the CSU GCM, and are presented in section 
6.3.3.

Using the lessons learned from fitting the TFT90 scenarios, new scenarios were test-
ed, using a hybrid approach in which some of the components of the carbon budget were 
prescribed and others are calculated by the methods described in section 6.3.2. These re-
sults lead to a “preferred” set of carbon budget scenarios, described in section 6.3.4. Un-
fortunately, a unique carbon budget solution is not possible from the results of this study.

6.3.1 Simulated Concentration at the NOAA flask Stations

To generate a data set with which to compare the observed CO2 data, the annual 
mean simulated concentration of each tracer was extracted from the fields shown in sec-
tion 6.2.1 for each GCM grid cell representing the coordinates of each NOAA flask sta-
tion. Only data from the standard experiment were used. 

The locations of each flask station are shown in Fig. 4.1, repeated here for conve-
nience (Fig. 6.16). Recall that samples are also collected from commercial container 
ships on regular tracks between the west coast of North America and New Zealand. The 
NOAA flask sampling network is designed to sample only remote marine air, free of lo-
cal terrestrial influence, so most stations are located on remote islands or coastlines. The 
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initial GCM grid coordinates selected to represent the flask stations included three grid 
points (representing stations CGO, CBA, and BRW) that are defined as land rather than 
ocean. Each of these “simulated flask stations” was “moved” one grid point off shore so 
that the simulated concentrations extracted from the GCM record would reflect a marine 
rather than terrestrial environment. 

 Multiyear annual means for each station were derived from the NOAA sampling 
record in Chapter 4. They are also repeated here for convenience (Fig. 6.17). The simulat-
ed annual mean concentration of each tracer at each flask station is displayed in Fig. 
6.18. These are the data that will be “fitted” to the flask data in Fig. 6.17 to make infer-
ences about the global carbon budget. The meridional gradients produced at the flask sta-
tions by the purely seasonal tracers (T9 and T15) are much stronger than simulated in 
previous studies. TFT90 used the same surface fluxes as used here for T9, and found a 
difference of only 0.25 ppm between the annual mean concentrations at the flask stations 
in the northern hemisphere versus the southern hemisphere. In the data presented here, 
the difference is 0.87 ppm. This is expected to lead to the need for a larger northern hemi-
sphere sink to counter the effect of the seasonal tracers on the annual mean meridional 
gradient.

FIGURE  6.16: Sampling sites in the NOAA flask network for which concentration data were 
analyzed in Chapter 4.
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6.3.2 The Naïve Approach – Let’s Just Fit All the Tracers!

Having simulated so many tracers covering so many hypotheses regarding the sourc-
es and sinks of CO2 at the Earth's surface, and having assembled a set of observational 
data to which they can be properly compared, it is enticing to think that by pure effort of 
numerical algebra we should now be able to arrive at a definitive linear combination of 
these tracers which “best” fits the observations. This set might not give the “true” global 
carbon budget, but should at least be the one which is most consistent with the set of as-
sumptions implicit in the formulation of the problem, the transport characteristics of the 
GCM, and the placement of the flask stations. 
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FIGURE  6.17: Meridional profile of the multiyear annual mean CO2 concentration at each of 
the 40 NOAA flask stations derived in Chapter 4. The annual mean 
concentration at the South Pole has been subtracted from each value. The solid 
curve is a least-squares cubic polynomial fit to the data.
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Fossil Fuel Emissions

  60S 30S EQ 30N 60N  
Latitude

-1
0

1

2

3

4

5
6

Subarctic Atlantic Ocean

  60S 30S EQ 30N 60N  
Latitude

-4
-3

-2

-1

0

1

2

North Pacific Ocean

  60S 30S EQ 30N 60N  
Latitude

-4
-3

-2

-1

0

1

2

Combined Southern Gyres

  60S 30S EQ 30N 60N  
Latitude

-4
-3

-2

-1

0

1

2

Tropical Deforestation

  60S 30S EQ 30N 60N  
Latitude

-4
-3

-2

-1

0

1

2

North Atlantic Gyre

  60S 30S EQ 30N 60N  
Latitude

-4
-3

-2

-1

0

1

2

Equatorial Oceans

  60S 30S EQ 30N 60N  
Latitude

-4
-3

-2

-1

0

1

2

Antarctic Oceans

  60S 30S EQ 30N 60N  
Latitude

-4
-3

-2

-1

0

1

2

Simulated Concentration at Flask Stations 

T 1 T 2 

T 3 T 4 

T 5 T 6 

T 7 
T 8 

FIGURE  6.18: Annual mean simulated concentration (ppm, difference from the South Pole) of 
each tracer at the 40 NOAA flask sampling stations. The vertical scale of tracer T1 
is expanded because it has such a strong gradient. All other tracers are plotted on 
the same scale. Individual station values are plotted as open squares. The solid 
curves are cubic polynomials of concentration as functions of the sine of latitude, 
fit by least squares.
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Fung Seasonal Biosphere
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FIGURE  6.18 (cont’d): Annual mean simulated concentration (ppm, difference from the South 
Pole) of each tracer at the 40 NOAA flask sampling stations. Individual station 
values are plotted as open squares. The solid curves are cubic polynomials of 
concentration as functions of the sine of latitude, fit by least squares.
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The problem is to derive an expression which can be solved for the coefficients  
such that the linear combination of tracer concentrations

(6.1)

best fits the observed concentrations obsn. In (A.1), Cin represents the concentration of 
tracer Ti at station n (i = 1, …, M), and CTn is the “total” CO2 concentration at station n, 
which is to be compared with the observed annual mean concentration at the same 
station obsn (n = 1, …, N). Because of the linear nature of the tracer calculation (see the 
discussion in section 3.2), determination of the coefficients  for the best fit of tracer 
concentrations (Ci) is equivalent to finding the best map of the tracer fluxes (Fi) which 
describe the CO2 budget of the Earth’s atmosphere in a manner consistent with both the 
observed annual mean concentration field and the simulated transport. The total surface 
flux of CO2 at each grid point x on the planet is therefore given by 

. (6.2)

Before solving for such a “best” carbon budget, it is appropriate to introduce several 
simplifications that make the problem easier to solve and also seek to preserve a degree 
of realism in the final solution. These simplifications, like so much else in this disserta-
tion, are guided by the previous study of TFT90.

1) The uncertainties in the global fluxes of CO2 at the ocean surface and the 
“missing sink” fluxes are much greater than the uncertainties in the fossil fuel 
emissions (see Chapter 2). Therefore, for the purpose of this calculation, the 
fossil fuel fluxes will be held fixed. Similarly, the air-sea fluxes in the equato-
rial oceans are known much more precisely than those in other regions be-
cause of the high correlation between sea-surface temperature and vertical 
motion in the tropical oceans. Fluxes of tracer T6 are therefore held constant 
at 1.62 Gt C yr-1 in this analysis (the value arrived at from the observational 
compilation of TFT90).

αi

CTn αiCin

i 1=

NT

∑=

αi

F x( ) αiFi x( )

i 1=

NT

∑=
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2) Only one of the estimates of the seasonal exchange of CO2 between the atmo-
sphere and the terrestrial biosphere (tracers T9, T15, and T18) is appropriate to 
consider at a time, since all three represent the same process. Furthermore, 
the flux maps of both Fung et al. (1987) (tracer T9) and the CASA model 
(tracer T15) integrate to zero net flux at each grid point over a year, and so 
have no influence on the global carbon budget. Therefore only one of these 
tracers will be included. 

3) The annual increase in the global mass of atmospheric carbon is known quite 
well from the time series of the NOAA flask observations (see Chapter 4). 
For the multiyear means derived in section 4.3, the annual change in atmo-
spheric carbon storage is 3.09 Gt C yr-1.

4) Because tracer T2 mixes so rapidly into both hemispheres in the GCM, result-
ing in very little meridional structure in the annual mean tracer concentrations 
(Fig. 6.18), this tracer is therefore used to enforce the condition that the glo-
bal total annual increase in atmospheric carbon is 3.09 Gt C yr-1. The flux due 
to tropical deforestation is then not determined from the fit, but rather calcu-
lated as a residual after the other tracers have been fit.

Using a simple least squares approach, a method is derived in the Appendix to calcu-
late the coefficients ai from the flask data and the simulated annual mean tracer concen-
trations, subject to the above constraints. A system of 10 equations in 10 unknowns is 
solved for the coefficients on the extratropical ocean fluxes and the “missing sink” fluxes 
of tracers T10 – T14. The flux due to tropical deforestation is then determined as a residu-
al. 

Unfortunately, attempting to obtain a numerical solution to the system derived in the 
Appendix led to a nearly singular coefficient matrix, with mathematically meaningless re-
sults. An examination of the meridional profiles in Fig. 6.18 shows that several of the 
tracers have very similar profiles (e.g., the terrestrial “missing sinks” are very nearly sim-
ple multiples of one another). This means that the rows of the coefficient matrix are not 
independent of one another, and that in essence we have more variables than equations in 
the problem. The problem is numerically “ill conditioned,” in the parlance of linear alge-
bra.

The numerical difficulties associated with the ill-conditioned coefficient matrix can 
be overcome by a technique called Singular Value Decomposition (SVD, Press et al., 
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1992). The matrix is decomposed into orthogonal vectors and the redundant combina-
tions are removed. A new matrix is then constructed which is numerically more tractable 
but has not lost meaningful information, since the equation that was discarded is essen-
tially just a “repeat” of the ones still present. 

Using SVD, I performed the calculation outlined above, and solved simultaneously 
for the ocean fluxes, the terrestrial sinks, and the tropical deforestation source. The re-
sults are presented in Table 6.2. for each of the hypotheses regarding seasonal exchange 
with the terrestrial biosphere. The fit between the simulated and observed concentrations 
obtained by each of these three budgets is excellent (Fig. 6.19).  

a. Annual global fluxes in Gt C yr-1. All three scenarios include 6.0 Gt C yr-1. due to fossil fuel emis-
sions, and a net increase of 3.09 Gt C yr-1 in the atmosphere. 

Table 6.2:  “Best Fit” Global Fluxes of Each Tracera

Tracer Description
Seasonal Terrestrial Biosphere

Fung CASA SiB2

T3 Subarctic Atlantic -0.40 -0.30 +0.05

T4 North Atlantic Gyre +0.69 +0.37 +0.57

T5 North Pacific +1.26 +0.64 +0.80

T6 Equatorial Oceans +1.62 +1.62 +1.62

T7 Southern Gyres -0.11 +0.15 +1.56

T8 Antarctic Oceans -0.50 -0.43 -0.30

Total Ocean Flux +2.56 +2.06 +4.31

T2 Tropical Deforestation 4.75 +6.04 12.98

T10 NPP-based CO2 Fertilization -4.22 -4.41 -9.56

T11 Water stress CO2 Fertilization -2.69 -5.62 -14.41

T12 Temperate Forest Sink +0.39 +0.14 +3.83

T13 Boreal Forest Sink -8.29 -3.68 -4.45

T14 Tundra Sink +4.59 +2.55 +4.19

Total Terrestrial Flux -5.47 -4.97 -7.22

r.m.s. error (ppm) 0.39 0.35 0.41
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Unfortunately, the budgets obtained by this approach are extremely unreasonable! In 
all three scenarios, the oceans are strong sources of CO2 to the atmosphere, which is in-
compatible with observational evidence to the contrary. While the overall flux from the 
terrestrial biosphere is appropriately negative in all three cases, individual components 
act in very unexpected ways, with large positive and negative fluxes nearly canceling 
one another. Using the Fung seasonal fluxes, for example, the boreal forest is a sink of 
more than 8 Gt C yr-1, but is paired with almost 4.6 Gt C yr-1 source in the nearby tun-
dra. The regional sinks are even more bizarre using the SiB2 seasonal data, with a 13 
Gt C yr-1 source due to tropical deforestation coupled with a 14.4 Gt C yr-1 sink due to 
CO2 fertilization (water stress based).
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FIGURE  6.19: Simulated and observed CO2 concentrations (ppm, difference from South 
Pole) at each of the NOAA flask stations using the “best fit” linear 
combinations of tracers (Table 6.2) derived from the data. Flask data are 
plotted as diamonds, and GCM data as squares. The solid curve (representing 
the GCM data) and the dotted curve (representing the observations) are cubic 
polynomials of the sine of latitude fitted to the station data. 



233 

Section 6.3  Constrained Global Carbon Budgets

Evidently, the “goodness of fit” between the observed and simulated concentrations 
is a necessary, but not sufficient condition for a plausible carbon budget. This is a direct 
consequence of the similarity between the shapes of the curves in Fig. 6.18 – the use of 
SVD allowed a numerical solution, but the problem is still fundamentally underdeter-
mined, meaning there is no unique solution. Excellent fits to the observed concentrations 
can be “concocted” using huge and opposing combinations of tracers that act in opposite 
ways on the meridional distribution of the simulated concentrations.

This result should not be very surprising. Previous studies (Keeling et al., 1989a; 
TFT90) have specified “scenarios” of the global budget a priori and then used tracer 
transport models to evaluate them. The fact that the atmospheric transport acts on the 
tracers in much the same way, and that only a couple of “typical” patterns of tracer con-
centration were able to represent all but a few of the distributions examined in section 
6.2 implies that many of the tracer distributions will not be linearly independent.

A few features that are common to all three “best fit” budgets in Table 6.2 may hold 
clues to requirements of successful carbon budget scenarios given the data in this study. 
Although the individual components vary wildly, all three have a net sink of 5 – 7 
Gt C yr-1 on the northern hemisphere continents. This is consistent with nearly all previ-
ous tracer modeling studies, and arises from the need to balance the steeper than ob-
served meridional gradient imposed by the huge emissions from fossil fuel combustion.

The fluxes due to tropical deforestation and CO2 fertilization (T2, T10, and T11) have 
a tendency to partially balance each other, leaving a weak sink in the Fung and CASA 
budgets and a strong one in the SiB2 budget. These tracers have very weak meridional 
gradients at the flask stations, and so require large coefficients to have a significant effect 
on the overall fit. 

 None of the scenarios has a sink in the temperate forests of the middle latitudes, 
which actually act as a strong source in the SiB2 case. All have a strong sink in the bore-
al forest and a strong source in the tundra. This is a consequence of the higher concentra-
tions at the three highest latitude flask stations (ALT, MBC, and BRW, all north of 70°) 
than at STM (66° N) (Fig. 6.17), and the fact that the meridional profiles of T13 (the bore-
al forest sink) and T14 (the tundra sink) are so similar (Fig. 6.18). Fitting the gradient in 
the Arctic requires that these fluxes be strong and of opposite signs.

All three scenarios have sinks rather than sources in the Antarctic oceans, even 
though the observed concentrations along the coast of Antarctica are higher than that at 
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the South Pole. This is somewhat surprising considering that most of the global oceans 
are acting as sources in these scenarios, but is consistent with the scenarios explored in 
section 6.3.4 below.

6.3.3 TFT90 Scenarios

The carbon budget scenarios used by TFT90 were not intended to be “best fits,” but 
rather were chosen to explore the realism of various current assumptions and hypotheses 
about the global carbon budget given the constraints of the available observations of at-
mospheric CO2 concentration and sea-surface pCO2. Eight scenarios were considered 
(summarized in Table 6.2), all of which were deemed “successful” by TFT90, meaning 

that the differences between the simulated and observed flask station concentrations (the 
“residuals”) had no statistically significant meridional structure. In this section, these 

a. All scenarios also used a global fossil fuel source of 5.3 Gt C yr-1 and the same seasonal fluxes
due to photosynthesis and respiration as those used to drive tracer T9 in the present study.

b. The “boreal” source used by TFT90 was distributed over the boreal forest and tundra biomes.

Table 6.3:  Carbon Budget Scenarios of Tans et al. (1990)a

Source or Sink
Scenario (Net Flux in Gt C yr-1)

1 2 3 4 5 6 7 8

Subarctic Atlantic -0.7 -0.5 -0.7 -0.5 -.23 -.23 -.23 -.23

North Atlantic Gyre -1.0 -0.8 -1.4 -1.0 -.30 -.30 -.30 -.30

North Pacific -1.0 -0.7 -1.4 -1.0 -.06 -.06 -.06 -.06

Equatorial Oceans 1.0 1.0 1.0 1.0 1.3 1.3 1.3 1.3

Southern Gyres -1.4 -1.1 -2.3 -2.3 -1.5 -1.9 -1.6 -1.8

Antarctic Oceans 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5

Total Oceans -2.6 -1.6 -4.3 -3.3 -0.3 -0.7 -0.4 -0.6

Tropical Deforestation 0.3 0.3 2.0 2.0 0.0 1.0 1.0 2.5

CO2 Fertilization 0.0 -1.0 0.0 0.0 0.0 0.0 -1.0 -3.0

Temperate Sink 0.0 0.0 0.0 -1.0 -2.0 -3.0 -2.3 -1.9

Boreal Sourceb 0.0 0.0 0.0 0.0 0.0 0.4 0.4 0.7

Total Terrestrial 0.3 -0.7 2.0 1.0 -2.0 -1.6 -1.9 -1.7
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eight scenarios are evaluated using the simulated and observed concentrations from the 
present study.

The strategy used by TFT90 to construct these scenarios was to specify either a set of 
terrestrial fluxes (in scenarios 1 – 4), or a set of ocean fluxes (in scenarios 5 – 8) and ad-
just the other fluxes to obtain an acceptable fit between the simulated and observed con-
centrations. The ocean fluxes used for the northern hemisphere in scenarios 5 – 8 were 
calculated from pCO2 data, but the fluxes south of 15° S were deemed too uncertain to 
specify in this way. Simulated concentrations using all the scenarios “fit the atmospheric 
data equally well,” according to TFT90. 

When the tracer concentrations from the present study are compared to the observed 
concentration data using the scenarios which worked for TFT90, the fit is consistently 
bad (Fig. 6.20). In all eight scenarios, the GCM concentrations are systematically low 
compared to the flask observations. The fit is worst in the tropics and subtropics. The 
agreement at the South Pole is meaningless because the concentration there has been sub-
tracted from all other points before plotting, so it is identically zero in all cases. The fit in 
the Arctic is not too bad for scenarios 1 – 4, but the GCM consistently simulates concen-
trations that are too high in that region using scenarios 5 – 8 (in which the northern ocean 
fluxes are specified from observed pCO2). 

The poor fit using TFT90’s scenarios is not surprising. Both the simulations and the 
observational data differ in several important respects:

1) The observational data set used in the present study includes more stations 
(40 vs. 21), for a different time period. TFT90 considered only data from 
1981 through 1987, whereas the concentrations used here include the entire 
period of record for every station, some going back more than 25 years and 
many including data as recent as 1992. The pole-to-pole difference deter-
mined in the present study is 3.83 ppm vs. 3.0 for TFT90.

2) The fossil fuel emissions used to drive my tracer T1 amount to 6.0 Gt C yr-1, 
vs. only 5.3 Gt C yr-1 for TFT90. 

3) The net terrestrial sinks considered in this study are seasonally varying, 
whereas those modeled by TFT90 were steady throughout the year (Inez 
Fung, personal communication). 
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FIGURE  6.20: Simulated and observed CO2 concentrations at the NOAA flask stations using 
the scenarios derived by TFT90. Flask observations are plotted as diamonds, 
and the GCM data are plotted as squares. solid and dashed curves are cubic 
polynomials fit to the data for the GCM and the observations, respectively.
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The newer flask station data used here (but not by TFT90) includes the shipboard 
sampling program in the Pacific, which produces systematically higher concentrations 
than the earlier flask record in the tropics. Without these stations, the discrepancies 
between the simulated and observed concentrations in every scenario shown in Fig. 6.20 
are much smaller in the tropics. 

Following the logic of TFT90, I prescribed the fluxes they used in their scenarios and 
adjusted the remaining fluxes to evaluate various hypotheses. My “revisions” of some of 
TFT90’s scenarios are presented in Table 6.2. In all cases, the Fung seasonal fluxes (trac-
er T9) were used, annual fossil fuel emissions were 6.0 Gt C yr-1, and the annual change 
in total atmospheric CO2 was fixed at 3.09 Gt C yr-1.

In scenarios 1 – 4, exactly the same terrestrial fluxes used by TFT90 were assumed, 
and ocean fluxes were adjusted to produce a good fit. As expected based on the results in 
6.20, the most difficult aspect of the observations to fit using these scenarios is the rela-

Table 6.4:  Revised Carbon Budget Scenarios after TFT90

Source or Sink
Scenario 

1 2 3 4 8

Subarctic Atlantic -1.5 -1.3 -1.5 -1.3 -.23

North Atlantic Gyre -0.5 -1.0 -1.3 -1.0 -.30

North Pacific -1.3 -0.5 -1.5 -1.0 -.06

Equatorial Oceans 1.4 1.6 1.3 1.3 1.3

Southern Gyres -0.8 -0.5 -1.4 -1.4 -1.0

Antarctic Oceans -0.5 -0.5 -0.5 -0.5 -0.7

Total Oceans -3.2 -2.2 -4.9 -3.9 -1.0

Tropical Deforestation 0.3 0.3 2.0 2.0 4.1

CO2 Fertilization 0.0 -1.0 0.0 0.0 -2.0

Temperate Sink 0.0 0.0 0.0 -1.0 -4.0

Boreal Source 0.0 0.0 0.0 0.0 0.0

Total Terrestrial 0.3 -0.7 2.0 1.0 -1.9

r.m.s. Error 0.55 0.54 0.59 0.53 0.49
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tively high concentrations in the tropics, relative to the high latitude southern hemi-
sphere. Even using a flux of 1.62 Gt C yr-1 for tracer T6 (the equatorial efflux estimated 
from the pCO2 data by TFT90), the simulated CO2 was systematically too low there, and 
the simulated gradient in the southern hemisphere subtropics is too weak. The only way 
to match these features in the flask data was to reverse the sign on the Antarctic air-sea 
exchange used by TFT90, and assume a moderate sink of about 0.5 Gt C yr-1 there. This 
region was also a sink in all of the numerically determined “best fit” budget scenarios de-
rived in section 6.3.2. 

Because the CO2 source due to tropical deforestation is fixed in scenarios 1 – 4, bal-
ancing the overall budget while preserving the observed meridional gradient is difficult, 
and requires even larger regional ocean fluxes than were used by TFT90. The northern 
hemisphere regional ocean sinks required to fit the atmospheric observations are in every 
case much larger than is compatible with the observed sea surface pCO2.

In scenarios 5 – 8 of TFT90, a temperate forest sink and the southern oceans (and in 
some cases a tundra and boreal forest source) were used to fit the observed gradient, and 
the tropical deforestation was used to balance the global budget, while holding the air-
sea fluxes north of 15° S constant. In trying to adjust these scenarios using the results of 
the present study, the temperate forests turned out to be a poor choice of sink to use to 
manipulate the simulated meridional gradient. In order to achieve enough reduction in 
the high latitudes of the northern hemisphere, the temperate sink must be made so strong 
that the concentrations in the low latitudes are too low, leading to a distinct minimum in 
the residuals in the tropics. This problem is even worse when a high latitude source is 
prescribed, as was done by TFT90 in scenarios 6 – 8. Although such a source improves 
the fit north of 66° N, it is impossible to adjust the other tracers to produce an acceptable 
fit in this scenario. 

Table 6.2 shows a modified version of scenario 8, but the budget used actually bears 
only superficial resemblance to that scenario. Scenarios 5 – 7 were even more difficult to 
modify, and are not included here. Because both the CO2 fertilization sink (T10) and the 
deforestation source (T2) have very little meridional structure, they are free to vary in op-
posite directions to balance one another with strong opposing fluxes. My modified sce-
nario 8 uses no high latitude source, and the southern ocean is a much stronger sink than 
TFT90 used for this scenario. 
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6.3.4  “Preferred” Carbon Budget Scenarios

From the results presented in the previous two sections, it is clear that estimates of 
the components of the global carbon budget deduced by direct numerical solution (as in 
section 6.3.2) and balancing temperate terrestrial uptake, tropical deforestation, and bore-
al sources (as in section 6.3.3) are unsatisfying. In both approaches we are led to scenari-
os with large opposing fluxes from various sources whose concentration fields are 
spatially correlated. In this section we will take a fresh look at the components of the 
budget and attempt to construct scenarios that match the observations acceptably while 
consciously minimizing the use of spatially correlated fluxes of opposite sign. 

The observational pCO2 data presented by TFT90 are a powerful constraint on the 
ocean fluxes north of 15° S. It is clear from the previous section that large ocean fluxes 
cannot be used to produce a reasonable agreement with the observed atmospheric CO2 
concentration without seriously violating this constraint. Even the ocean modelers have 
conceded this point (Sarmiento and Sundquist, 1992). Only the southern oceans and the 
northern terrestrial ecosystems can be varied enough to construct scenarios that are be-
lievable given the observational constraints.

The “revisions” proposed by Sarmiento and Sundquist (1992) to the ocean flux esti-
mates of TFT90 (see section 2.5.2) include three processes that add carbon to the oceans: 
1) the geochemical flux of dissolved carbon in rivers; 2) the southern hemisphere uptake 
of CO2 produced by interhemispheric transport and subsequent oxidation of CO by OH 
radicals; and 3) the increased solubility of CO2 at the ocean surface due to radiational 
cooling of a thin layer of water (the “skin temperature” effect of Robertson and Watson, 
1992). From the point of view of an atmospheric model, the river flux is actually a terres-
trial sink, since CO2 is first removed from the atmosphere on land and then transported 
overland to the oceans by rivers. The interhemispheric transport of CO was estimated by 
Sarmiento and Sundquist (1992) to add less than 0.3 Gt C yr-1 to the uptake by the south-
ern oceans, which is well within the uncertainty in the southern hemisphere ocean sink 
estimates of TFT90, and will not in any case have much effect on the simulated meridion-
al gradient. Of these revisions, only the skin temperature effect can make much differ-
ence to the present calculation. Sarmiento and Sundquist (1992) estimate this effect to 
add between 0.1 and 0.6 Gt C yr-1 to the oceanic uptake north of 15° S that is calculated 
from the observational data presented by TFT90. 
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Taking the upper bound of the skin temperature correction, suppose that 0.6 Gt C yr-1 
should be added to the annual net uptake of tracers T3 – T6 (representing all ocean areas 
north of 15° S). How should this “extra” uptake be distributed? Making the simple as-
sumption that the sources should be weakened (in the equatorial oceans) and the sinks 
strengthened (everywhere else) by an equal fractional amount, we arrive at the “revised” 
fluxes shown in Table 6.5. Each of the sink strengths has been increased by 27%, and the 

equatorial source has been weakened by 27%. These fluxes should be regarded as an up-
per limit for northern hemisphere uptake by the oceans.

Taking the fossil fuel emissions to be “well known,” and assuming that tracer T3 – T6 
have the flux distribution shown above, the data which must be matched are shown in 
Fig. 6.21. The salient features of the remaining atmospheric CO2 data which must be ap-
proximated by the remaining tracers in a successful simulation are:

1) The weak meridional gradient in the southern hemisphere;

2) The tropical concentration maximum; and

3) The stronger negative meridional gradient in the northern hemisphere. 

Recall that all three hypotheses regarding seasonal exchange with the terrestrial 
biosphere impose a positive meridional gradient in the northern hemisphere (Fig. 6.18). 
Tracer T9 (using the fluxes of Fung et al., 1987) has the highest relative concentrations in 
the high northern latitudes (about 2 ppm above the South Pole). The gradients of T15 (the 
CASA fluxes) and T18 (the SiB2 tracer) are weaker in that order. Because the gradients 
of the seasonal tracers are stronger than the negative gradient in Fig. 6.21, each require 
an additional sink to be imposed in the northern hemisphere.

Table 6.5:  Annual Flux (Gt C yr-1) of Ocean Tracers North of 15° S Latitude

Tracer Description TFT90 Revised

T3 Subarctic Atlantic -0.23 -0.29

T4 North Atlantic Gyre -0.30 -0.38

T5 North Pacific -0.06 -0.08

T6 Equatorial Oceans 1.62 1.18



241 

Section 6.3  Constrained Global Carbon Budgets

The meridional structure of the simulated tracers representing CO2 fertilization is 
very weak (Fig. 6.18). In order to have any significant effect on the degree of realism of 
the simulated CO2 at the flask stations, the sinks of these tracers must be quite strong. 
Strong terrestrial sinks require a large tropical deforestation source to balance the budget 
(the southern oceans can not be used in this way because they have a strong effect on the 
meridional gradient). This is exactly the kind of strong source/sink dipole of spatially cor-
related fluxes I want to avoid, so in constructing the carbon budgets in this section these 
two tracers will not be used.

Using only the tracers representing air-sea exchange in the southern oceans (T7 and 
T8), tropical deforestation (T2), the biome-specific net sinks at the land surface (T12, T13, 
and T14), and the seasonal terrestrial biosphere (T9, T15, and T18) new budgets were con-
structed that approximated the residuals in Fig. 6.21 while being careful to avoid large 
opposing source/sink dipoles. Each of the three seasonal biosphere tracers was fit sepa-
rately. 
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FIGURE  6.21: Observational CO2 data remaining to fit with simulated tracers after 
subtracting fossil fuel CO2 (T1) and the fixed ocean tracers (T3 – T6) as defined 
in Table 6.5.



242 

CHAPTER 6:  Annual Mean Tracer Distributions and the Global Carbon Budget

In all three cases, the temperate forest sink was found to depress the tropical maxi-
mum too much when applied at sufficient strength to reproduce a significant negative 
gradient in the higher northern latitudes. Increasing tropical deforestation to counter this 
effect is not useful, because tracer T2 is so well mixed (see section 6.2.1), and because of 
the constraint imposed by the observed annual change in atmospheric CO2. 

The steep jump in observed concentration between STM (at 66° N) and the three 
northernmost stations suggests a high-latitude source. None of the seasonal tracers (T9, 
T15, or T18) shows this pattern (the SiB2 tracer shows just the opposite), so there is a 
temptation to apply a tundra source to increase the simulated concentration at these three 
stations, as was done by TFT90. This of course increases the overall northern hemi-
sphere gradient and must then be offset by a stronger boreal forest sink, which introduces 
the sort of “runaway” opposing fluxes that we wish to avoid. This is most problematic 
with the Fung fluxes (T9), which has the steepest high latitude gradient of the three sea-
sonal biosphere tracers. Only with very large boreal uptake was an Arctic source compat-
ible with the simulated T9 concentrations and the observations, so a budget using T9 was 
constructed without a tundra source. The high latitude gradient due to the CASA fluxes 
(T15) is weaker by almost half than that of T9, so a small source in the highest latitudes 
can be accommodated. In the case of T18, the concentration at stations CMO, SHM, and 

Table 6.6:  “Preferred” Global Carbon Budgets

Tracer Description
Seasonal Terrestrial Biosphere

Fung CASA SiB2

T3 Subarctic Atlantic -0.29 -0.29 -0.29

T4 North Atlantic Gyre -.38 -.38 -.38
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CBA (45° N, 53° N, and 55° N) is more than 1.2 ppm higher than at the stations further 
north, so a high latitude source is necessary to produce an acceptable level of agreement. 

The budgets presented in Table 6.2 do not produce the “best” fit to the observational 
data, but are “preferred” because they do not rely on ridiculously strong sources and 
sinks that nearly balance each other in order to reduce the root mean square error by the 
last tenth of a ppm. The overall fit is almost as good as the “best fit” budgets derived in 
section 6.3.2, and there is very little meridional structure to the error (Fig. 6.19). The sim-
ulated concentrations at the stations on the coast of Antarctica are lower than observed, 
but the difference is not great enough to allow an Antarctic source as TFT90 did. Perhaps 
such a source exists in nature but is localized in the coastal waters, or perhaps the CSU 
GCM transport is too vigorous in that region, allowing the Antarctic tracer to be felt far 
away from the source area. 

All three of the budgets presented here invoke global ocean uptake at the high end of 
the TFT90 estimates of 0.3 to 0.8 Gt C yr-1. This is partly due to the application of the 
skin temperature “correction” of Robertson and Watson (1992), and partly due to the 
change in sign of the Antarctic air-sea fluxes. The global ocean sink is still less than the 
ocean modelers would like to see. Global uptake by the terrestrial biosphere is about 2 

T5 North Pacific -.08 -.08 -.08

T6 Equatorial Oceans +1.18 +1.18 +1.18

T7 Southern Gyres -0.77 -0.68 -0.80

T8 Antarctic Oceans -0.52 -0.54 -0.50

Total Ocean Flux -0.86 -0.79 -0.86

T2 Tropical Deforestation +0.55 +0.06 -0.16

T13 Boreal Forest Sink -2.60 -2.43 -3.08

T14 Tundra Source 0.0 +0.25 1.00

Total Terrestrial Flux -2.05 -2.12 -2.05

r.m.s. error (ppm) 0.46 0.40 0.53

Table 6.6:  “Preferred” Global Carbon Budgets

Tracer Description
Seasonal Terrestrial Biosphere

Fung CASA SiB2
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Gt C yr-1 in all three scenarios, with very little tropical deforestation. Recall that the lat-
ter tracer was used to balance the global budget so the value assigned is not particularly 
meaningful. It is not inconsistent with these results to assume a larger deforestation flux 
that is partly compensated by tropical terrestrial uptake (by CO2 fertilization or some oth-
er unknown process). The budgets presented here are not very different from the “consen-
sus” view of Houghton et al. (1990), except perhaps in the relatively small global ocean 
sink. 
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FIGURE  6.22: Simulated and observed CO2 concentrations (ppm, difference from South Pole) 
at each of the NOAA flask stations using the “preferred” linear combinations of 
tracers (Table 6.2) derived from the data. Flask data are plotted as diamonds, 
and GCM data as squares. The solid curve (representing the GCM data) and the 
dotted curve (representing the observations) are cubic polynomials of the sine of 
latitude fitted to the station data. 
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6.4 Summary

The interhemispheric exchange time for the tracer calculations in the standard experi-
ment is in line with that calculated in earlier studies, although perhaps a bit shorter 
(about 0.9 yr for 85Kr and 0.8 yr for fossil fuel CO2). This fact, and the time series of in-
terhemispheric tracer gradients show that tracer concentrations in both experiments 
reached equilibrium with the prescribed surface fluxes quickly. Interhemispheric ex-
change in the LOWRES experiment was more vigorous, with  yr for CO2. This 
was associated with more rapid tracer transport across the equator by the mean meridion-
al circulation due to the steeper vertical gradient of tracer concentration in the tropics, 
which was in turn caused by the weaker tropical cumulus convection in the LOWRES 
than the standard experiment. Shutting off cumulus tracer transport completely in the 
NOCUTRAN experiment led to even weaker interhemispheric gradients and a shorter ex-
change time (  yr). The interhemispheric gradient decays even more rapidly 
than this, however (  yr) for a simple mixing experiment (2BOX) in which the trac-
er has no sources or sinks. 

Simulated annual mean concentrations of each tracer in the PBL reflect the surface 
fluxes in the source or sink regions, and impose meridional gradients with nearly zonal 
isopleths away from the source regions (section 6.2.1). Three somewhat “generic” geo-
graphic patterns were defined: 1) tracers with sources in the middle and high latitudes 
(like fossil fuel CO2) have relatively steep meridional gradients that are concentrated in 
the tropics due to relatively slow interhemispheric exchange, and relatively weak meridi-
onal gradients in the hemisphere opposite from the source or sink; 2) tracers with low-lat-
itude sources (like tropical deforestation) have very weak meridional gradients away 
from the source region because they are transported in nearly equal measure into both the 
northern and southern hemispheres; and 3) the tracers representing the seasonal ex-
change of CO2 between the atmosphere and the terrestrial biosphere (Fung, CASA, and 
SiB2) have concentration fields that reflect correlations between the intensity of vertical 
mixing in the source regions and the sign of the surface fluxes. The simulated annual 
mean meridional gradients in surface concentration of these type 3 tracers is significantly 
stronger than has been simulated in off-line tracer modeling studies in which a fixed-
depth lowest layer is used. This reflects the stronger correlation between surface fluxes 
and vertical mixing in the CSU GCM due to the inclusion of the variable-depth mixed lay-
er as a lowest model layer.

τ 0.62=

τ 0.56=
τ 0.4≈
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The classification of the tracers into these three “archetypes” is reinforced by consid-
ering the three-dimensional distributions of tracer concentration as expressed by latitude-
pressure cross sections of their zonal means (section 6.2.2). Tracer transport inferred 
from concentration gradients is upward and equatorward in the source region for tracers 
of the first type (like T1). Tropical tracer transport is dominated by deep penetrative cu-
mulus convection. Tracers of the second type (like T2) have distinct midtropospheric min-
ima in concentration because deep convection links the PBL with the upper troposphere. 
In higher latitudes, transport of tracers like T2 is poleward in the tropical upper tropo-
sphere, which is also the inferred transport mechanism for tracers of type 1 in the hemi-
sphere opposite from their source region. Transport of type 3 tracers (with seasonal 
sources and sinks) weakens the gradients imposed in the PBL by correlations between 
surface fluxes and transport, and tends to lead to upper tropospheric minima in all three 
cases. This reflects the positive correlation at both the seasonal and diurnal time scale be-
tween vertical mixing and photosynthesis, as discussed in Chapter 7.

The annual mean concentration of tracer T18 (due to carbon exchange with the land 
surface as calculated on-line by SiB2) shows strong maxima over the tropical forests 
(Fig. 6.9) that are not simulated for the other tracers. This appears to be an effect pro-
duced by the diurnal cycle of photosynthesis and respiration, and has not been simulated 
in previous studies. Long-term observations of CO2 concentration are not available on 
the diurnal timescale over the tropical continents, but such a feature seems reasonable 
based on an understanding of the diurnal cycle of photosynthesis and boundary layer me-
teorology. This feature is explored in more detail in section 7.2. 

The results of formally calculating the components of the global carbon budget by fit-
ting simulated tracer concentrations to the observed distribution of annual mean CO2 con-
centration at the NOAA flask stations are not very useful (section 6.3.2). An excellent 
degree of agreement can be produced by numerical linear algebra, but strong correlations 
between the spatial distributions of the simulated tracers lead to strong source/sink pairs 
that nearly cancel each other at most stations. This is a direct consequence of the “gener-
ic” responses of tracer concentrations to the atmospheric transport discussed in section 
6.2. 

The results of this study are not consistent with the carbon budget scenarios of 
TFT90 (section 6.3.3). This is partly due to the different observational data set used, and 
partly to differences in the tracer formulations and of course the model transport. Specifi-
cally, the spatial distributions of tracer concentrations in the present study are inconsis-
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tent with a spatially extensive CO2 source in the Antarctic oceans or strong uptake of 
CO2 in the temperate forest. 

There are too many degrees of freedom in the tracer calculation to arrive at a unique 
interpretation of the global carbon budget from the results of this experiment. If strong 
source/sink dipoles of spatially correlated tracers are consciously excluded, balancing the 
carbon budget and meridional gradient using broadly defined CO2 fertilization (tracers 
T10 and T11) does not appear to be consistent with the simulated and observed concentra-
tions. Net sequestration of CO2 in the boreal forest is the most likely candidate for the 
“missing” carbon sink as derived from the tracers simulated here. A small source of CO2 
in the Arctic is also plausible, and is suggested by the observed concentrations at the 
highest latitudes. The results of the tracer calculation performed here support a global 
ocean sink for CO2 that is at the high end of the range suggested by TFT90 (about 0.8 
Gt C yr-1), but is still somewhat lower than the sink proposed by ocean modelers (about 
2 Gt C yr-1).
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Temporal Variations of Simulated 
Tracer Concentrations

In this chapter, the temporal variations of the simulated CO2 are examined, both on 
the seasonal to annual time scale, and on the diurnal time scale. The global carbon bud-
gets derived in Chapter 6 were obtained by fitting linear combinations of the simulated 
tracers to the CO2 concentrations observed at the NOAA flask stations in the annual 
mean. Therefore all three of the “preferred” budgets derived in section 6.3.4 fit the annu-
al mean flask observations very well, and it is impossible to choose between the three 
scenarios (using the Fung, CASA, and SiB2 seasonal carbon flux estimates). Seasonal 
variations provide an “independent test” against the flask data, by which the relative mer-
its of the three scenarios can be evaluated. 

Seasonal variations in surface tracer fluxes are in some cases correlated with impor-
tant features of the atmospheric transport of the tracers. Such correlations lead to features 
in the annual mean concentration fields that cannot be explained in terms of the annual 
mean surface fluxes or the annual mean tracer transport alone. Some of these effects are 
explored in section 7.1.1. 

The amplitude of the seasonal cycle of CO2 is a useful diagnostic with which to eval-
uate the simulated CO2 scenarios because it integrates information about the seasonal be-
havior of the tracers into a single number which can be checked against other data at 
individual observing stations, along geographic gradients, and in the vertical. The ampli-
tude of the seasonal cycle of each of the three scenarios of total CO2 is compared to avail-
able observational data and previous model results in sections 7.1.2 and 7.1.3. 

The seasonal fluxes of CO2 at the land surface due to the annual growth and decay of 
biological material was simulated prognostically in SiB2 for the first time in this study. 
As shown in Chapter 6, some features of the annual mean concentration field produced 
by SiB2 were notably different from the concentrations of other tracers used to simulate 
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the same processes (T9 and T15). This is even more true of the seasonal amplitude and 
phase examined in this chapter. The simulated surface fluxes of CO2 due to SiB2 are ex-
amined in detail in section 7.1.4, and some of the reasons for the differences are explored.

The simulation of surface carbon fluxes in SiB2 fully resolves the diurnal cycle of 
photosynthesis and respiration, and its correlation with the diurnal cycle of atmospheric 
phenomena in the planetary boundary layer (PBL). Such a simulation has not been per-
formed on a global scale before. In section 7.2, some of the unique aspects of the diurnal 
evolution of CO2 concentration, surface fluxes, and vertical transport and mixing are ex-
plored, and compared to the limited observations of these processes in field studies.

7.1 The Seasonal Cycle

7.1.1 Interactions Between Seasonality and Annual Mean 

Spatial Gradients

As discussed in section 6.2.1, annual mean spatial gradients in tracer concentrations 
are affected by correlations between atmospheric circulations and surface fluxes of the 
tracers, even for tracers whose annual net flux is zero at every grid point. Conversely, 
seasonal variations in concentration can be produced for tracers whose surface fluxes do 
not vary in time. 

It was suggested in section 6.2.1 that high annual mean concentrations of the tracers 
driven by seasonal exchange of CO2 between the atmosphere and the terrestrial bio-
sphere were the result of correlations between strong vertical mixing during periods of 
net CO2 uptake and weaker vertical mixing during periods of strong net CO2 release. 

To investigate this hypothesis, I calculated correlations between the seasonally vary-
ing surface fluxes of each tracer in Fig. 7.3 and two variables which measure vertical 
transport of the tracers, the depth of the PBL and the flux of mass out of the PBL into cu-
mulus clouds (MB). Because both cumulus convection and deep turbulent boundary lay-
ers are associated with strong solar heating (at least over land), these two variables tend 
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to have higher values during the summer, when photosynthesis dominates over respira-
tion and CO2 is sequestered on the land surface. Fig. 7.1 shows the product of these two 
correlation coefficients, calculated from the multiyear monthly mean values of each vari-
able at all land grid points. 

For the tracers with purely seasonal surface fluxes (T9 and T15) there is a strong spa-
tial relationship between these correlation coefficients and the annual mean tracer con-
centrations displayed in Fig. 6.9. The regions in which fluxes and both indices of vertical 
mixing (PBL depth and MB) are strongly negatively correlated have a strong positive val-
ue of the product of the correlation coefficients. In these regions CO2 depleted air is rap-
idly mixed in the vertical but CO2 enriched air is held close to the ground, resulting in 
strong regional concentration maxima in the annual mean (Fig. 6.9). The predictive 
strength of the product of the correlations shown in Fig. 7.1 is not perfect, of course, be-
cause of other factors such as horizontal transport by the winds. The correlation is more 
effective in Eurasia than in North America, for example, possibly because of the longer 
“fetch” which provides for longer contact between air masses and the biosphere in Eur-
asia.

Seasonal correlations between surface fluxes and vertical mixing are much less use-
ful in explaining the spatial distribution of the annual mean concentration of tracer T18 
(due to the on-line CO2 flux in SiB2). Western Europe and the southeastern United States 
appear as “hot spots” in both concentration and seasonal correlations, but in other areas 
the relationship breaks down. Most notably, the tropical rainforests are areas of very high 
annual mean concentration, but have weak or negative values of the product of the corre-
lation coefficients in Fig. 7.1. Other regions in which surface fluxes and vertical mixing 
are weakly or positively correlated but which appear as concentration maxima are west-
ern Canada and eastern Asia. 

The failure of the simple statistical index presented in Fig. 7.1 to predict the basic fea-
tures of the spatial distribution of tracer T18 in the PBL highlights the difference between 
this tracer and the others representing seasonal exchange with the terrestrial biosphere. It 
was suggested in section 6.2 that diurnal correlations between tracer fluxes and vertical 
mixing might be important for this tracer. The results presented here support that hypoth-
esis in that the spatial patterns are not easily explained in terms of seasonal correlations. 
This hypothesis will be further examined in terms of hourly tracer concentrations and 
transport processes in section 7.2. 
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Correlations Between Fluxes and Vertical Mixing 

FIGURE  7.1: Product of the correlation coefficient between monthly mean surface CO2 flux 
from the terrestrial biosphere and PBL depth and between CO2 flux and cumulus 
mass flux MB at each land grid cell. The contour interval is 0.1
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7.1.2 Amplitude of the Seasonal Cycle

The amplitude of the seasonal cycle could be defined in a number of ways. One 
might simply take the amplitude of the annual harmonic of concentration as the ampli-
tude. Previous studies, however, have used the “peak-to-peak” amplitude of some fit of 
the time series of concentration using numeric filtering techniques (Fung, et al., 1983; 
Heimann et al., 1986; Keeling et al., 1989a). For computational convenience, and to 
maintain comparability with these previous studies I have chosen to define the amplitude 
of the seasonal cycle as the difference between the maximum and minimum concentra-
tion of monthly mean CO2 over the course of a year. 

7.1.2.1 Seasonal Amplitude in the PBL

The prescribed surface fluxes of tracer T1 (due to fossil fuel emissions) were not sea-
sonal (see section 3.4.1). Nevertheless, simulated surface (PBL) concentrations of this 
tracer underwent a strong seasonal oscillation in many regions of the world (Fig. 7.2). 

FIGURE  7.2: Peak-to-peak amplitude (ppm) of the seasonal cycle of tracer T1 in the PBL in the 
standard experiment. Contour interval is 0.5 ppm. Shaded areas indicate regions 
of greater than 3.5 ppm seasonal amplitude.
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Seasonality is most pronounced in the emission regions, but a broad secondary maxi-
mum in seasonal amplitude is also noted in the tropics of the Eastern Hemisphere. The 
source region maxima are associated with strongly seasonal vertical transport processes 
in the GCM. During summer months, the constant fossil fuel flux is applied (on average) 
to a deeper and more convective PBL than in winter, so its influence on the PBL concen-
tration is “diluted.” This pattern is also prevalent in the other tracers with middle and 
high latitude sources (the ocean tracers and the biome-specific “missing sink” tracers), al-
though for brevity these distributions are not shown here. In general, the higher the lati-
tude of the source region of a tracer, the stronger the seasonal amplitude in concentration 
of that tracer. Thus the tundra sink (T14) and subarctic Atlantic ocean (T3) had the stron-
gest seasonal amplitude, and the tropical tracers like T2 and T6 had almost no seasonal 
amplitude in their source regions.

The secondary maximum in seasonal amplitude in the eastern tropics is due to the 
seasonally-reversing (monsoon) winds in that region which tend to transport tracers 
across a strong concentration gradient. This pattern was apparent in all tracers that have a 
strong meridional gradient in the tropics (which is the case for all but the tracers with 
tropical sources). In the northern summer, the monsoon winds blow up the concentration 
gradient, bringing southern hemisphere air with lower concentration into the Indian 
Ocean region. In the northern winter, the circulation reverses and the winds carry high-
concentration northern air into the southern hemisphere, leading to higher concentrations 
in the region.

By far the largest seasonal amplitudes simulated in the PBL were for tracers with 
strongly seasonally varying surface fluxes. Fig. 7.3 shows the amplitude of the simulated 
seasonal cycle of tracers T9, T15, and T18, representing the seasonal exchange with the 
terrestrial biosphere according to the estimates of Fung et al. (1987), the CASA model, 
and SiB2, respectively. All show strong maxima in the regions of strongly seasonal sur-
face fluxes (see section 3.4.4), as expected. The CASA tracer exhibits much weaker sea-
sonal amplitude over the deep continental interiors than either of the other two tracers. 
The spatial pattern of the seasonal amplitude of tracers T9 and T15 is very similar to that 
of the annual mean concentrations of these tracers because of the seasonal correlations 
between fluxes and transport discussed in section Fig. 7.1.1. 

The seasonal amplitude of the total CO2 (Fig. 7.4) as simulated in the three “pre-
ferred” scenarios derived in section 6.3.4 is so dominated by the seasonality of the terres-
trial biosphere that the maps in Fig. 7.4 are almost identical to those in Fig. 7.3. The 
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Seasonal Terrestrial Biosphere 

Seasonal Amplitude (ppm) 

FIGURE  7.3: Peak-to-peak amplitude (ppm) of the seasonal cycle of tracers T9, T15, and 
T18 in the PBL in the standard experiment. Contour interval in all three panels 
is 5 ppm. Shaded areas indicate regions of greater than 20 ppm seasonal 
amplitude.
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Seasonal Amplitude of Total CO 2 

FIGURE  7.4: Peak-to-peak amplitude (ppm) of seasonal variations of total CO2 in the PBL as 
simulated by the three “preferred” scenarios derived in section 6.3.4. The contour 
interval in all three panels is 5 ppm. Areas with greater than 25 ppm seasonal 
amplitude are shaded. 
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additional seasonal signal associated with the “missing sink” tracers (T13 and T14) and 
the northern ocean tracers increases the total amplitude in all three scenarios. The maxi-
mum amplitude in all three scenarios is over the boreal region of Asia, with values great-
er than 65 ppm in the Fung scenario, 41 ppm in the CASA scenario, and 55 ppm in the 
SiB2 scenario. 

The simulated seasonal amplitude is much greater over the continental interiors than 
has been simulated in previous simulations (Fung et al., 1983; Heimann et al., 1986; 
Fung et al., 1987; Heimann and Keeling, Heimann et al., 1989). Using exactly the same 
representation of the seasonal exchange with the terrestrial biosphere as tracer T9 in the 
present study, Fung et al. (1987) obtained amplitudes that were at least a factor of two 
lower (Fig. 7.5) than those obtained for my tracer T9. Away from the continents, the am-

plitudes simulated in the present study are quite similar to those of previous studies. 
Since the NOAA flask stations are intentionally located far from the terrestrial source ar-

FIGURE  7.5: Peak-to-peak amplitude (ppm) of the seasonal cycle of total CO2 as simulated 
by Fung et al. (1987). The contour interval is 2 ppm. 
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eas, they provide little guidance regarding the much stronger continental values obtained 
here. 

The most likely reason for the stronger seasonal amplitude in the present study is the 
use of a bulk boundary layer parameterization in the CSU GCM. The GISS tracer model 
has no explicit representation of the PBL, but instead uses layers of constant “sigma” 
thickness – that is, the layers occupy a constant fraction of the mass above each grid 
point in the model atmosphere. The lowest layer in the GISS model (as used by Heimann 
and Keeling, 1989) consists of the lowest 5% of the atmosphere, or about 50 mb. By con-
trast, the lowest layer in the CSU GCM varies in depth from 10 mb in very stable condi-
tions to about 175 mb in very turbulent conditions. When the PBL is thick, the surface 
fluxes of the tracers are diluted into a greater mass of air than when it is thin. Lacking 
this physical process, the GISS model applies the surface fluxes to a lowest layer that is 
nearly constant in mass. Seasonality in the simulated tracers is therefore driven only by 
correlations between surface fluxes and cumulus convection and horizontal winds, and is 
correspondingly weaker than in the CSU GCM. 

7.1.2.2 Vertical Structure of Seasonal Amplitude

Above the PBL, the amplitude of the seasonal cycle of CO2 concentration decreases 
rapidly as parcels of CO2-depleted air mix with parcels of CO2 enhanced air and vice ver-
sa. At 500 mb, the amplitude maps (not shown here) look like “zonally smeared” ver-
sions of the ones in Fig. 7.4, with very little variation around a latitude circle. A strong 
meridional gradient is present, with much higher seasonal amplitudes north of about 30° 
N than elsewhere. The amplitudes in the Fung and SiB2 scenarios are very similar, and 
the amplitude produced in the CASA scenario is weaker over the northern continents.

Fig. 7.6 shows the ratio of 500 mb amplitude to PBL amplitude for the three pre-
ferred scenarios. Over the northern continents, the amplitude is attenuated by a factor of 
3 to 4 from the highest values in the PBL in all three scenarios due to the mixing effects 
of the atmosphere. Over much of the southern hemisphere, the amplitude is greater at 
500 mb than at the surface, as was also found by Fung et al. (1987) and by Heimann and 
Keeling (1989) (Fig. 7.6). This probably indicates that the seasonal cycle in the lower 
and middle southern latitudes is “imposed from above” rather than locally derived, and is 
dominated by the seasonal signal from the northern biota which is advected into the 
southern hemisphere via deep tropical convection as discussed in section 6.2.2. 
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Ratio of Seasonal Amplitude at 500 mb to PBL 

FIGURE  7.6: Ratio of seasonal amplitude of total simulated CO2 at 500 mb to the amplitude in 
the PBL for the three preferred scenarios (percent). The contour interval is 25%, 
and areas with the ratio greater than 100% are shaded.
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The spatial patterns of seasonal amplitude in the upper troposphere bear less resem-
blance to those at the surface (Fig. 7.8). At 200 mb, the major source of seasonal varia-
tion in CO2 concentration is the correlation between surface concentrations and the 
occurrence of deep cumulus convection. Although all the scenarios considered here share 
the same cumulus activity, differences in the timing of their seasonal maxima and mini-
ma over various regions lead to very different spatial patterns in seasonal amplitude at 
this level. Unlike the situation in the lower and middle troposphere, at 200 mb the CASA 
and SiB2 scenarios produce very similar patterns and it is the Fung scenario that is the 
outlier. All three have regional amplitude maxima over and downwind from the major 
centers of convective activity in Africa and South America where seasonal rains drive a 
strong seasonal cycle in terrestrial CO2 flux. Although deep convection is also very in-
tense over the “warm pool” region of the western Pacific Ocean, the seasonal amplitude 
of CO2 in the PBL is weak there so it has little effect on the seasonal cycle aloft. In the 
Fung scenario, the largest amplitudes are over southeast Asia, and trail northeastward 
from there into the band of westerly winds associated with the northern hemisphere jet 
stream. This feature is probably due to a strong drawdown of surface CO2 over the re-

Amplitude Ratio as Simulated by HK89

FIGURE  7.7: Ratio of seasonal amplitude of total simulated CO2 at 500 mb to the amplitude in 
the lowest model layer (percent) as simulated by Heimann and Keeling (1989). 
The contour interval is 25%, and areas with the ratio greater than 100% are 
shaded. Compare to Fig. 7.6. 
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Seasonal Amplitude of Total CO   at 200 mb 2 

FIGURE  7.8: Peak-to-peak seasonal amplitude (ppm) of total CO2 at 200 mb as simulated in 
the three preferred scenarios. The contour interval is 0.5 ppm, and areas with 
amplitude greater than 5 ppm are shaded. 
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gion during the Indian monsoon in the Fung flux estimates, which is applied during the 
period of most vigorous convective activity. The other two tracers also experience a mon-
soon season drawdown of surface CO2, but it is less intense and not as well correlated 
with the convection. 

The variation of amplitude with height integrates information about both the surface 
fluxes and the model transport of the tracers, so it would be useful to compare the maps 
presented in the previous several figures with observations. Unfortunately few studies 
have documented the seasonal variation of CO2 at high altitude. Bolin and Bischof 
(1970) analyzed samples collected by commercial aircraft in the 1960’s over Scandina-
via, and found that the seasonal amplitude decreased from about 6.5 ppm at 2 km to 
about 3.5 ppm in the upper troposphere, and that the phase of the seasonal cycle at the 
tropopause lagged that in the lower troposphere by about a month. The amplitude in the 
lower troposphere as simulated by the CSU GCM is quite variable, depending on the prox-
imity of surface source areas, but in many areas exceeds the 6.5 ppm cited by Bolin and 
Bischof (1970). In the upper troposphere at 60° N the much more zonally uniform simu-
lated amplitude is about 3 ppm as simulated by the CSU GCM for the CASA and SiB2 
scenarios, and about 6 ppm as simulated in the Fung scenario. 

Pearman and Beardsmore (1984) conducted an aircraft sampling program over Aus-
tralia and found that the seasonal amplitude increased with height from about 1.2 ppm in 
the middle troposphere to about 2 to 3 ppm in the upper troposphere, with the upper level 
phase leading rather than lagging. This is qualitatively consistent with the results present-
ed above, although in all three scenarios the amplitude at 500 mb over Australia is over 
1.7 ppm. 

Nakazawa et al. (1991) reported on the seasonal cycle of atmospheric CO2 in the up-
per troposphere and lower stratosphere at many latitudes over the Pacific, based on sam-
ples collected by commercial airliners. They found that the amplitude decreased from 
about 7 ppm at 36° N to about 2.5 ppm at 30° S across the western Pacific. Only the 
Fung scenario simulated by the CSU GCM shows anywhere near this much meridional 
structure at 200 mb in that region. Both the SiB2 and CASA scenarios exhibit an ampli-
tude of about 3 ppm over Japan and 2.5 ppm over southeast Australia, with a minimum 
of about 1.7 ppm for SiB and 1.4 ppm for CASA over the warm pool region. 

Tanaka et al. (1987) collected air samples over Japan from 1979 – 1985, and present-
ed mean seasonal cycles for several height intervals. Their results are compared with the 
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three preferred scenarios from the present study in Fig. 7.9 and Table 7.1. They represent-

ed the seasonal cycle in terms of just the annual and semiannual Fourier harmonics; for 
comparison with their results, I have done the same with the last three years of monthly 
means from the standard experiment in preparing Fig. 7.9 and Table 7.1. Tanaka et 
al.grouped their aircraft samples into five height intervals. For comparison, I have used 
the constant pressure levels at 850, 700, 500, and 300 mb in the CSU GCM diagnostic 
output for the single grid cell representing central Japan. During every month included in 
this analysis, the simulated geopotential height of these pressure levels fell within the 
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FIGURE  7.9: Monthly variations of the first two harmonics of the seasonal cycle over Japan as 
observed by Tanaka et al. (1987) and as simulated by the three “preferred” 
scenarios. The tick marks on the ordinate are 1 ppm in all four panels. Month tick 
marks correspond to the middle of each month for the simulated CO2, but to the 
beginning of the month for the observations. 
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height intervals used by Tanaka et al. GCM diagnostic output was not saved at 400 mb, 
so no data are available for comparison with the observations between 6 and 8 km. The 
100 mb level is presented for the GCM data as well, although Tanaka et al. show only 
tropospheric data.

The aircraft observations show the amplitude of the seasonal cycle of CO2 decreasing 
from 14.5 ppm to 7.6 ppm through the depth of the troposphere, with most of the change 
occurring below about 500 mb. Of the three scenarios tested, the one using the Fung et 
al. fluxes best agrees with these data. None of the three scenarios of simulated CO2 has 
amplitudes as high as those of Tanaka et al. (1987) at 850 mb, but all three have much 
higher amplitudes in the PBL (greater than 80 ppm in all three scenarios). Of the three 
cases, the decrease of amplitude with height is greatest for SiB2 (slightly steeper than ob-
served), and least for Fung (slightly less steep than observed). All three cases simulate a 
much weaker amplitude in the “stratosphere” at 100 mb. Both the CASA and SiB2 sce-
narios significantly underestimate the seasonal amplitude in the upper troposphere.

In the observational data, the phase of the seasonal cycle (defined here as the time of 
minimum CO2 concentration) lags the phase at the surface by an amount that increases 
with height to a little over a month in the upper troposphere. The Fung and CASA scenar-
ios do not exhibit such a lag in the troposphere, but the SiB2 scenario does, with the time 
of minimum CO2 increasing from about July 1 to about August 1 between 850 and 300 
mb. At 100 mb, the shape of the seasonal oscillation is quite different for all three tracers 
than it is in the troposphere, and is apparently a number of months behind. 

Table 7.1:  Seasonal Amplitude (ppm) of CO2 Over Japan

Height 
Interval (km)

Pressure Level 
(mb)

Tanaka 
et al.

GCM Scenario

Fung CASA SiB2

–– 100 –– 2.8 2.0 2.2

8 – trop 300 7.6 7.2 3.1 4.1

6 – 8 –– 7.6 –– –– ––

4 – 6 500 8.0 8.6 4.3 4.3

2 – 4 700 11.0 12.0 7.3 7.0

0 – 2 850 14.5 13.5 9.1 11.2
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The seasonal cycle in the aircraft oscillations is characterized by slowly rising con-
centrations in the springtime leading to an annual maximum in April, followed by rapid-
ly decreasing concentrations leading to an annual minimum in August and then rapid 
recovery through the fall. The CASA and Fung scenarios follow this basic pattern well, 
although their autumn increases are less steep and they have to make up the difference 
with a stronger springtime peak. The summer minimum in both cases is about a month 
later than observed. The SiB2 pattern is distinct from the rest however. It lacks a signifi-
cant springtime peak below about 300 mb, and instead shows maximum concentrations 
in the autumn in the lower troposphere. The summertime minimum as simulated in the 
SiB2 scenarios is almost six weeks earlier than in the observations, and about 10 weeks 
earlier than the other two simulated cases. The reasons for these differences will be ex-
plored in section 7.1.4, but at any rate are difficult to understand from the perspective of 
the single gridpoint analyzed here.

7.1.3 Seasonal Variations of Simulated and Observed CO2 at 

the NOAA Flask Stations

Using the monthly mean concentration data at the NOAA flask stations derived for 
an “average” year in Chapter 4, I subtracted the observed CO2 concentrations from the to-
tal simulated CO2 using the three “preferred” scenarios of the global carbon budget de-
rived in Chapter 6. Fig. 7.10 shows the difference between the simulated and observed 
CO2 at all 40 flask stations, as a function of latitude and month of the year, along with 
the overall root mean square error for each budget scenario (summed over 40 stations 
and 12 monthly means for a total of 480 simulated concentrations). 

The Fung and CASA scenarios look qualitatively similar in this analysis, while the 
SiB2 simulation is quite different. Both the Fung and CASA scenarios tend to underesti-
mate the growing season drawdown of CO2 in the high northern latitudes by several 
ppm, and to systematically underestimate the CO2 concentration at high latitudes in fall 
and winter. Of the three scenarios tested, the one using the CASA model fluxes fits the 
observations a bit better than the others, with the early northern growing season captured 
rather well, and with an r.m.s. error of less than 1.7 ppm. All three scenarios agree quite 
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Simulated minus Observed CO   at Flask Stations 2 

Fung 

CASA 

SiB2 

Month 

FIGURE  7.10: Comparison of the simulated to observed total CO2 at the NOAA flask stations 
using the three “preferred” global budgets derived in Chapter 6. The abscissae 
are the time of year, and the ordinates are latitude. Smoothed contours of 
concentration difference are drawn every 2 ppm, and areas above 3 ppm and 
below -3 ppm are indicated with dark and light shading, respectively.
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well with the observations at the tropical and southern hemisphere flask stations, but this 
is not surprising given that the seasonal amplitude is much smaller there. 

Unlike the Fung and CASA scenarios, the simulated CO2 concentration using the 
SiB2 scenario is less than observed during the northern growing season, and consider-
ably higher than observed in the northern autumn. This suggests an overly vigorous ter-
restrial exchange of CO2, or perhaps enhanced horizontal transport of the seasonal signal 
from the continental interiors to the (mostly mid-ocean) flask stations. 

The similarity of the Fung and CASA scenarios (and the fact that the northern season-
al cycle appears to be underestimated in both) is a little surprising given the disparity be-
tween the spatial patterns of simulated seasonal amplitude of these two tracers shown in 
Fig. 7.3. This is because the most prominent areas of difference between the seasonal be-
havior of these tracers is in the deep continental interiors, which are consciously avoided 
in selecting flask observation stations which need to be “regionally representative.” The 
fact that very different formulations of tracer fluxes can produce huge differences in sim-
ulated concentrations but a similar pattern at the flask stations was noted by TFT90 as a 
major limitation in our ability to constrain the global carbon budget by using these data, 
and is emphasized by the results presented here.

More insight into the seasonal behavior of the simulated CO2 can be obtained by con-
sidering the monthly values at individual stations. I selected six flask stations spanning 
the meridional range of the data, and present the monthly simulated and observed concen-
trations using each of the budgets in Figs. 7.11 – 7.13. These data were derived from the 
results of years 2 through 4 of the standard experiment. The concentrations of total simu-
lated CO2 at each station were set equal to the observed concentrations in January, and 
then allowed to evolve separately, so that differences in the plots include both seasonal 
effects and the secular trend. 

All three scenarios do rather well at simulating the seasonal variations at the southern 
hemisphere stations (SPO, CGO), although there is a tendency to underestimate winter-
time concentrations there using the CASA and SiB2 data. Since all three scenarios use 
very similar fluxes for the southern hemisphere oceans, the likely cause of this discrepan-
cy is an insufficiently strong simulated tracer transport into the deep southern hemi-
sphere. This is intriguing, because the interhemispheric mixing of the tracers is a little 
too strong as measured by concentration gradients of 85Kr (see section 5.3). Since the 
phenomenon is seasonal (the concentrations recover by the following spring), it may sim-
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FIGURE  7.11: Monthly mean concentration at six NOAA flask stations for an “average” year as 
simulated by the CSU GCM using the Fung seasonal biosphere (squares and 
dashed lines) and as derived from the observational data (diamonds and solid 
lines). The simulated and observed concentrations at each station have been 
set equal to one another in January. 
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FIGURE  7.12: Monthly mean concentration at six NOAA flask stations for an “average” year as 
simulated by the CSU GCM using the CASA seasonal biosphere (squares and 
dashed lines) and as derived from the observational data (diamonds and solid 
lines). The simulated and observed concentrations at each station have been 
set equal to one another in January. 
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FIGURE  7.13: Monthly mean concentration at six NOAA flask stations for an “average” year as 
simulated by the CSU GCM using the SiB2 seasonal biosphere (squares and 
dashed lines) and as derived from the observational data (diamonds and solid 
lines). The simulated and observed concentrations at each station have been 
set equal to one another in January. 
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ply be a result of overly strong seasonal transport in the tropics that influences tracer con-
centrations several months later in the high southern latitudes. 

In the northern hemisphere, the Fung scenario develops erroneously high concentra-
tions in the spring, and concentrations remain too high throughout the growing season. 
This problem is evident even at the low latitude of KUM, and increases with latitude. 
Thus although the latitude-time distribution suggested that the growing season draw-
down of CO2 was being underestimated in this scenario, these data suggest rather that re-
lease of CO2 by respiration in the spring may be at fault. This is consistent with the 
surface flux maps of the Fung et al. (1987) tracer presented in Figs. 3.8 – 3.8, which 
show a substantial amount of net respiration from the temperate and boreal regions in 
April through June. Over much of the boreal forest region, net release by the land bio-
sphere is higher in May as estimated by Fung et al. (1987) than during any other month. 
The depth of growing season drawdown as simulated by the Fung scenario is actually 
greater than observed at the flask stations, but because it starts from a higher springtime 
value, the summer concentrations are overestimated.

The simulated CO2 at northern hemisphere flask stations also becomes too high in the 
CASA scenario at the beginning of the growing season, although the problem is not as 
pronounced as in the Fung scenario. The CASA model also produces a net release of 
CO2 from the boreal forest during the springtime, although the magnitude of the flux is 
quite a bit weaker. At the lower and middle northern latitudes of KUM and CMO, the 
CASA scenario agrees well with the flask observations until May, but the simulated con-
centration at the highest latitude stations (BRW, ALT) starts to diverge from the flask 
curves in April. The depth of growing season drawdown is a bit weaker than observed 
for these stations in this scenario, and considerably weaker than in the Fung scenario, but 
because the erroneous springtime peak is also weaker, the agreement is better during the 
summer months. 

The seasonal cycle at these six stations as simulated in the SiB2 scenario is quite dif-
ferent from the other two scenarios considered here. Whereas the Fung and CASA sce-
narios brought the annual increase in CO2 to the deep southern hemisphere too late in the 
year, SiB2 brings it in too early. This probably reflects differences in the seasonal fluxes 
from the southern hemisphere biota because exchange with the southern oceans is very 
similar and atmospheric transport is identical in the three scenarios. In the northern hemi-
sphere, the seasonal amplitude is weaker than observed at the lower and middle latitude 
stations (KUM and CMO), and tends to be too strong at the high latitudes (BRW and 
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ALT). Moreover, the phase of the seasonal cycle is distinctly shifted in this scenario, 
both with respect to the flask observations and the other two scenarios. Simulated con-
centrations are lower than observed in winter and spring, then higher than observed in 
summer and fall. In sharp contrast to the previously considered scenarios, the growing 
season drawdown begins about a month too early in the high latitudes, and is over too 
early as well. At the highest latitudes (ALT), the simulated seasonal cycle has almost the 
right “shape,” but is shifted one month forward in time relative to the flask observations. 
The phase in the Fung and CASA scenarios more closely resembles that in the “real 
world,” but they suffer from the erroneously high respiration peak in spring, which is 
completely absent in SiB2. 

In general, the amplitude of the seasonal cycle at the high northern latitudes is too 
large as simulated in the Fung scenario, too small as simulated by CASA, and about right 
as simulated by on-line SiB2. The SiB2 scenario suffers from significant phase error in 
simulating the seasonal cycle, however, so the overall agreement with the flask data is 
not as good as for the other scenarios.

The greatest differences between the simulated CO2 in the scenarios using prescribed 
surface fluxes from the terrestrial biosphere (CASA and Fung) and the one in which 
these fluxes are calculated on-line (SiB2) are in spring and fall. Although it is conceiv-
able that the very different seasonal behavior of the simulated CO2 in the SiB2 scenario 
results from differences in the model transport for this tracer, it seems likely that differ-
ences in the seasonal distributions of surface fluxes are at least partly responsible. This 
hypothesis is examined in the next section.

7.1.4 Surface Fluxes of CO2 as Simulated by SiB2

The meridional and seasonal distributions of the zonal total fluxes of all three of the 
tracers representing seasonal exchange with the terrestrial biosphere are compared in Fig. 
7.14. The upper two panels of this plot were presented in Chapter 3 (Fig. 3.14), but the 
lower panel could only be estimated since the flux due to SiB2 is calculated prognostical-
ly in the CSU GCM. A finer contour interval is used here to emphasize the differences be-
tween the three surface flux fields. 

The most obvious difference between the SiB2 fluxes and those of the other two trac-
ers is that SiB is characterized by only two prominent features in the northern hemi-
sphere, whereas the other two tracers have three. Respiration in the northern midlatitudes 
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Zonal Total Carbon Flux from the Terrestrial Biosphere 

T15  CASA 

T18  SiB2 

T9  Fung 

FIGURE  7.14: Zonal total flux of carbon to the atmosphere (109 kg C month-1 per 4° latitude 
strip) as represented by tracers T9, T15, and T18. The contour interval in all three 
panels is 25, with shading indicating areas of absolute value greater than 50. The 
ordinates are latitude and the abscissae are month of the year.
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in both the Fung and CASA cases is divided approximately evenly between spring and 
fall, but as represented by SiB2, net release of CO2 to the atmosphere occurs almost ex-
clusively in the fall north of about 30° N. Furthermore, the growing season drawdown of 
CO2 in SiB2 begins between 1.5 and 2 months earlier than as represented in the other 
two tracers, and is well underway by May while the Fung et al. (1987) flux maps show a 
strong net release of CO2 to the atmosphere during that month. At the other end of the 
growing season, SiB2 has become a rather strong net source of CO2 by the middle of Au-
gust while both T9 and T15 are still being depleted by their respective surface fluxes. 
Clearly, these differences in the sign of the strong surface fluxes during the boreal grow-
ing season can explain much of the difference in the phase and shape of the seasonal cy-
cle discussed in the previous section. 

The differences between the surface fluxes noted above are greatest in May and Au-
gust, near the beginning and end of the northern growing season. Fig. 7.15 shows maps 
of the surface fluxes of the three tracers for the month of May, and Fig. 7.15 displays the 
same variables for August. The differences discussed above for the zonal totals are quite 
obvious in the maps as well, although the CASA fluxes are much weaker than those of 
the other two tracers. The sign of the CASA fluxes is nearly everywhere the same as the 
Fung fluxes, however. The biggest differences seem to lie in the boreal forests of Asia, 
especially in the vicinity of 60° N latitude in both months. 

Recall that the surface fluxes of CO2 reflect an imbalance between carbon assimila-
tion by photosynthesis and release by soil respiration (see sections 3.3.2 and 3.4.4). The 
tendency of SiB2 to produce large negative fluxes of CO2 in the boreal spring and large 
positive fluxes in the fall at first suggests that the northern growing season is starting too 
soon, apparently before it does in the real world. The assimilation calculation in SiB2 is 
on much firmer theoretical and empirical ground than the soil respiration calculation, 
however (section 3.3.2). It is at least as likely that respiration is underestimated in the 
spring than that assimilation is overestimated. 

The Fung et al. (1987) fluxes were not available as separate components (assimila-
tion and soil respiration), but only as the net flux of CO2 at the land surface. The original 
paper includes monthly time series of the separate components at several grid points rep-
resenting different biomes, though, and one of these is in the boreal forest (in Canada 
rather than Siberia, but one would expect similar seasonal behavior). Comparing the com-
ponents of the Fung et al. (1987) fluxes with those simulated in the boreal region by 
SiB2 (Fig. 7.17), it is clear that the onset of CO2 release by respiration in SiB2 is delayed 
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Net Flux from the Terrestrial Biosphere in May 

FIGURE  7.15: Comparison of the estimates of net flux to the atmosphere (µMol m-2 s-1) of the 
three tracers used to represent the seasonal terrestrial biota. Contour interval in 
all three panels is 0.5. Light shading indicates net uptake of greater than 0.5 
µMol m-2 s-1, and dark shading indicates net release of over 0.5 µMol m-2 s-1.
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Net Flux from the Terrestrial Biosphere in August 

FIGURE  7.16: Comparison of the estimates of net flux to the atmosphere (µMol m-2 s-1) of the 
three tracers used to represent the seasonal terrestrial biota. Contour interval in 
all three panels is 0.5. Light shading indicates net uptake of greater than 1 µMol 
m-2 s-1, and dark shading indicates net release of over 1 µMol m-2 s-1.
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FIGURE  7.17: Components of the surface flux of CO2 as estimated by Fung et al. (1987) from 
NDVI data and climatological air temperature, and as simulated by SiB2. The Fung 
data are for coniferous forest at 95° W, 54° N. The middle panel is for SiB2 in 
central Siberia, and the bottom panel is a zonal mean at 60° N as simulated by 
SiB2. All values are in grams of carbon m-2 per month.
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by several months. The Fung et al. data show respiration beginning in March, but in cen-
tral Siberia there is no respiration at all until the end of May in SiB2, and indeed very lit-
tle respiration in the zonal mean at 60° N. 

In the SiB2 simulation, the assimilation rate in May is only 62 g C m-2 month-1, 
which is nearly the same as the Fung estimate for the Canadian boreal forest, but in the 
case of SiB2, assimilation is unopposed by soil respiration at that time, leading to a net 
uptake of 62 g C m-2 month-1. By contrast, Fung et al. (1987) estimate a net release of 
about 30 g C m-2 month-1. By July, both scenarios give much larger assimilation rates 
(SiB2’s July estimate exceeds that of Fung et al.), and in August, both SiB2 and Fung es-
timate assimilation at around 150 g C m-2 month-1. By this time, however, the soil respi-
ration as simulated by SiB2 has increased to the point where it exceeds the assimilation, 
so that the net flux of CO2 to the atmosphere is positive in August and still strongly nega-
tive as estimated by Fung et al. This problem is by no means limited to a few grid cells 
near the one displayed here; the lower panel of Fig. 7.17 shows that the phenomenon is 
qualitatively the same in the zonal mean at 60°N although not as intense. 

What is wrong? Why does SiB2 fail to simulate any release of CO2 from the boreal 
soils by respiration until May or June? Obviously the parameterization of soil respiration 
is not “turned off,” because once it gets going, soil respiration in the boreal region domi-
nates assimilation for the second half of the growing season. 

Recall that soil respiration in SiB2 is represented as a simple diagnostic function of 
soil temperature and soil moisture (see equations (3.25) and (3.26) in section 3.4.4). The 
function is accumulated throughout the year at each grid point and the soil respiration is 
then estimated according to the ratio of the instantaneous value of this function and the 
annual sum for the previous year at that grid point. The annual total respiration is con-
strained to be equal to the total carbon fixed by assimilation at that grid point in the previ-
ous year, so that in the long term no net sources or sinks are expected. The response of 
soil respiration to soil temperature is simulated as a simple exponential, with a Q10 value 
of 2.0, meaning that the rate of respiration doubles each increase of temperature by 10 K. 
The temperature used to determine the response is the average temperature between the 
surface soil and the deep soil layers. When the mean temperature of the soil column falls 
below the freezing point of water, the diagnostic function is set to zero, and soil respira-
tion in SiB2 stops completely.
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The multiyear mean soil temperature for the month of May as simulated by SiB2 is 
displayed in Fig. 7.18. The soil is still frozen over large areas of Asia and northern Cana-
da, triggering the “switch” that shuts off soil respiration in SiB2 at these grid points. 
There are no climatological data on soil temperatures at the global scale with which to 
compare these results, but it seems unlikely that this is a realistic result. The soil at the 
grid point considered in Fig. 7.17 barely thaws out by June in the multiyear mean, and in 
fact has snow on the ground in June. The very cold soil temperatures in the boreal forest 
explain the lack of simulated soil respiration during spring. The assimilation rate is de-
pressed somewhat by the cold temperatures (see equation (3.17) in section 3.3.2), but 
there is no “switch” at the freezing point for assimilation as there is for soil respiration. 
Because the annual sum of soil respiration is constrained to equal the annual sum of as-
similation, the effect of the lack of respiration in spring is to increase the soil respiration 
during the warmer months in the boreal forest. Because of the exponential dependence 
on temperature, the respiration rate in August and September far exceeds the rates first 
reached upon thawing the soil, and so SiB2 becomes a net source of CO2 to the boreal at-
mosphere starting in early August.

The question arises as to why the springtime temperature over Siberia is so cold in 
the GCM experiment. A full investigation of this phenomenon is beyond the scope of this 
dissertation, but a few clues are apparent. One might expect the surface to be cold be-
cause of erroneous climate forcing from the atmosphere or some regional problem with 
the radiation budget. The simulated surface air temperature is indeed about 5 K colder 
than observed (Fig. 7.19) in the region in question (the difference is even greater further 
to the south). 

Another possible explanation for the anomalously cold soil temperatures that pro-
duce such unexpected behavior of the simulated CO2 is suggested by the simulated sea-
sonal dynamics of the snowpack. Dr. Changan Zhang (personal communication) has 
compared the fractional snow cover as simulated by SiB2 with estimates made from sat-
ellite imagery (Dewey and Heim, 1981), and found that the snowmelt in SiB is about 1.5 
months later than observed (Fig. 7.20). The presence of snow on the ground dramatically 
increases the albedo of the land surface, reducing the influence of solar heating, and also 
insulates the surface from gains of sensible heat from the atmosphere. The latent heat re-
quired to melt this late spring snowpack also contributes to the cold temperatures in both 
the soil and the overlying air.
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May Soil Temperature (Kelvin) 

FIGURE  7.18: Soil temperature in May as simulated by SiB2. The contour interval is 5 K in 
all three panels, and areas below 273 K are shaded.



279 

Section 7.1  The Seasonal Cycle

 Interestingly, the snow is also slow to accumulate in the autumn in the CSU GCM, as 
compared with the NOAA data. Zhang has also found the same phenomenon when run-
ning off-line tests of SiB2 without the parent GCM. In these tests, observed climatologi-
cal data are used to drive the SiB calculation, so the forcing from above should be more 
realistic. The fact that the delayed snowmelt and accumulation still occur in these off-
line runs suggests that the problem may lie with SiB rather than the atmospheric climate. 

Randall et al. (1994) noted that January surface air temperatures in the Siberian re-
gion as simulated by SiB2 were substantially warmer than observed, and that they were 
associated with a large upward heat flux from the deep soil. The delay in both snow melt 
and accumulation in both the full GCM and the off-line tests, and the fact that regional 
temperatures are too warm in winter and too cold in spring suggests that the heat capaci-
ty of the soil is too high. In SiB2, the soil heat capacity is a function of soil moisture con-
tent, so diagnosing the precise problem is likely to be complicated, and will require a 
detailed examination of the model’s land surface hydrology as well as the climate of the 
CSU GCM.

FIGURE  7.19: Difference in surface air temperature for May as simulated by the CSU GCM 
and estimated from observations by Legates and Willmott (1990). The contour 
interval is 2.5 K, with shading below -5 K.
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Erroneously high soil heat capacity may result from a tendency for water to accumu-
late in the deep soil layer of SiB2, where it is unavailable for transpiration because it lies 
below the root zone. This could result from overestimation of infiltration through the 
ground, too rapid drainage through the upper two soil layers, too little drainage from the 
bottom of the deep layer, too little runoff, insufficient upward diffusion of moisture, or 
any combination of these factors. It is remarkable that unrealistic soil moisture budgets 
could influence the simulated atmospheric concentration of CO2 through the heat balance 
of the soil and thereby the soil respiration, but in such a complicated coupled system, sur-
prises are to be expected.

Ironically, in an earlier simulation a typographical error essentially disabled the freez-
ing point threshold for soil respiration in SiB2, so that the exponential formula (3.25) 
was applied down to 248 K rather than 273 K, and the resulting simulation of atmospher-
ic CO2 was much better than the results obtained for the standard experiment (Fig. 7.21). 
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FIGURE  7.21: Simulated and observed CO2 at four NOAA flask stations in a previous 
experiment without the low-temperature cutoff for soil respiration. 
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These results were obtained using the LOWRES mode of the CSU GCM, and also includ-
ed another coding error which disabled the cumulus transport of all 18 tracers, yet the 
seasonal fit using SiB2 was better than any of the fits obtained in the standard experi-
ment (including the Fung and CASA scenarios). The error which enabled soil respiration 
in frozen soils in essence masked the problems with the moisture and heat budgets in the 
boreal forest, and a very reasonable simulation of atmospheric CO2 was obtained.

It is clear that SiB2 is quite capable of simulating reasonable carbon fluxes at the 
land surface, but that the coupled nature of the climate-hydrology-ecology-trace gas sys-
tem is complicated enough that problems in one component can affect the whole system. 
The simulation of the surface carbon fluxes and atmospheric CO2 concentrations has pro-
vided valuable information about the other components and highlighted the soil hydrolo-
gy in a way that was not anticipated at the outset of the study. It is hoped that such 
coupled modeling can continue to provide insights which lead to improved parameteriza-
tions of all the components in the model. 

7.2 The Diurnal Cycle

At the local scale, the exchange of carbon between the land surface and the atmo-
sphere is driven by solar radiation, which is absorbed by green plants to allow them to 
manufacture organic compounds from inorganic CO2 (see Chapter 1). The diurnal course 
of incident solar radiation therefore drives a very strong diurnal cycle of photosynthesis, 
and because decomposition of organic material in the soil is not as sensitive to diurnally 
varying quantities, the net flux of CO2 at the land surface changes sign from day to night, 
producing strong diurnal oscillations in PBL concentrations of CO2 (Keeling, 1958). 

Incident solar radiation is also the primary source of energy that drives the circula-
tion of the atmosphere, from the scale of the Hadley cell down to the scale of small turbu-
lent eddies in the PBL (Peixoto and Oort, 1992). At the local scale, the diurnal course of 
solar heating at the land surface leads to strong diurnal cycles in surface air temperature 
and buoyancy, and therefore also in the development of a turbulent boundary layer and 
cumulus convection.

Because the diurnal variations of surface carbon exchange and atmospheric circula-
tion are each driven by solar radiation, they are strongly correlated in time. Yet in all pre-
vious studies of the global carbon cycle using atmospheric tracer transport models, the 
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diurnal cycle of the surface fluxes has been “averaged out,” and prescribed in terms of 
monthly mean values. Even the diurnal cycle of atmospheric turbulence is only poorly re-
solved at a time step of four hours (as used by Heimann and Keeling, 1989 and TFT90). 
Previous studies have represented cumulus convection as a monthly mean mixing fre-
quency, so that vertical tracer transport has no diurnal component either. These idealiza-
tions have simplified the tracer transport problem so that the calculations are 
computationally efficient, but are justified only to the extent that diurnal correlations be-
tween the biological exchange of CO2 and atmospheric circulation do not significantly af-
fect the simulated tracer distribution. 

In this section, the diurnal cycle of simulated tracer fluxes, concentrations, and trans-
port are examined. Comparisons with observational data from field studies are made 
where possible. Because detailed measurements of these parameters have only been done 
at a handful of locations, the present analysis will focus on three specific grid points in 
the GCM results: Manaus, Brazil (3° S, 60° W; site of the Amazon Boundary Layer Ex-
periment (ABLE 2), Harriss, et al., 1988); Manhattan, Kansas (39° N, 96.5 ° W; site of 
the First ISLSCP Field Experiment (FIFE), Sellers et al., 1992a); and Harvard Forest 
(43° N, 72° W), the site of field studies of terrestrial CO2 exchange (Wofsy, et al., 1993). 
Because coupled diurnal cycles of CO2 exchange and atmospheric circulations are most 
intense at the height of the growing season, only diurnal results for July will be analyzed 
here. This is also the time of year during which most of the field observations have been 
taken. 

7.2.1 Diurnal Evolution of Terrestrial Carbon Exchange

The net flux of CO2 from the land surface to the atmosphere is the difference be-
tween the uptake of CO2 by photosynthesizing plants and the release of CO2 by microbial 
decomposition in the soil. In SiB2, uptake of CO2 by plants is represented as the net as-
similation rate An, which is the rate of photosynthesis minus the autotrophic respiration 
the plants perform for their own maintenance (see section 3.3.2). Respiration R, is param-
eterized according to soil temperature and soil moisture, and is constrained to match an-
nual assimilation at each grid point on the multiyear time scale. 

Because An is very sensitive to incident radiation, it has a much stronger simulated di-
urnal cycle than does R (Fig. 7.22). At all three locations, the rate of soil respiration in-
creases slightly during the day due to warming of the soil, and the diurnal cycle of the 
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FIGURE  7.22: Mean diurnal cycle of net assimilation, soil respiration, and the net flux of CO2 
in July of year 4 of the standard experiment at the three grid points explained in 
the text.



285 

Section 7.2  The Diurnal Cycle

net flux is almost entirely driven by diurnal variations in the assimilation rate. All three 
sites also experience their strongest net uptake in the morning, have somewhat depressed 
assimilation at mid-day, and have a slightly weaker net flux peak in the afternoon. In the 
Amazon rainforest, the net flux reaches a maximum of about 10.3 µMol m-2 s-1. The 
peak uptake rate is slightly smaller at Harvard Forest (9.3 µMol m-2 s-1), and much small-
er at the FIFE site (3.7 µMol m-2 s-1). Soil respiration ranges from 3.5 and 4.0 µMol m-2 
s-1 in the Amazon forest, 4.0 to 6.0 µMol m-2 s-1 in the temperate forest, and 2.5 to 5.0 
µMol m-2 s-1 on the prairie. The larger range at the grassland site is probably due to 
greater solar warming of the soil there.

The net flux of CO2 in the PBL was estimated by Fan et al. (1990) from eddy correla-
tion measurements near Manaus, Brazil. They found that the highest uptake rates (maxi-
mum values were about 22 µMol m-2 s-1) occurred in the late morning. Mean daytime 
fluxes were about 10 µMol m-2 s-1, and soil respiration was about 5 µMol m-2 s-1, with 
little diurnal variation. Their measured fluxes were somewhat higher than simulated for 
the tropical rainforest grid point considered here, but generally consistent with my results 
in terms of the diurnal cycle. 

The simulated net fluxes for the FIFE site are lower than shown by most summertime 
observations performed there. Verma et al. (1989) estimated surface fluxes of CO2 from 
eddy correlation measurements (Fig. 7.23), and found peak uptake rates of between 12 
and 19 µMol m-2 s-1, generally in the late morning hours. The diurnal courses of surface 
flux varied significantly from day to day, however, due to temperature and moisture 
stress. The days for which data were reported were all mostly sunny, and so may reflect 
optimum conditions for photosynthesis. The diurnal composites in Fig. 7.22 include all 
days in the simulated month and so are expected to fall short of the fluxes that would be 
obtained in good weather only. 

Eddy correlation measurements were used by Wofsy et al. (1993) to estimate net car-
bon exchange between the Harvard Forest and the atmosphere (Fig. 7.24). The data pre-
sented in Fig. 7.24 are a composite of two ten day time periods reported by Wofsy et al. 
(1993) in late June and late July. Peak uptake rates are almost twice as strong as those 
simulated by SiB2 for this grid point, but again the diurnal course is quite well represent-
ed by the model. The timing of peak net uptake in the late morning agrees with the simu-
lated fluxes in Fig. 7.22, but the midday dip in the simulated photosynthesis is not 
evident in the observations. Nighttime fluxes due to soil respiration are somewhat higher 
in the simulated than the observed data. 
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In general, SiB2 captures the diurnal course of July carbon flux at the land surface 
rather well, although it seems to underestimate the peak rates of assimilation at all three 
sites. This may reflect a continuing tendency of the model to be overly sensitive to the 
environmental stresses that lead to a mid-day depression in stomatal conductance in the 
real world (Randall et al., 1994). 

7.2.2 Diurnal Cycles of CO2 in the PBL

Composite diurnal cycles of simulated PBL depth, cumulus mass flux at the PBL top, 
and total CO2 concentration are displayed in Fig. 7.25 for the ABLE 2 site, along with a 
compilation of observed concentrations for that location based on aircraft measurements 
taken over a two-week period in July and August 1985 as reported by Wofsy et al. 
(1988). The boundary layer begins to grow by turbulent entrainment in the early morn-
ing. This process is accompanied by a mid-morning peak in cumulus convective activity, 
which removes mass from the PBL and carries it upward. The PBL reaches an average 
depth of about 100 mb in mid-day, and then begins to contract as the air becomes more 

FIGURE  7.23: Diurnal evolution of photosynthetically active radiation (PAR) and net CO2 
flux from the land surface as estimated for four summer days at the FIFE site 
by Verma et al. (1989). The units of carbon flux used here can be converted 
to µMol m-2 s-1 by multiplying by 25.



287 

Section 7.2  The Diurnal Cycle

stable in the late afternoon, reaching a nighttime depth of about 20 mb. A second peak in 
cumulus activity occurs on average at about 1600 local time. 

The simulated diurnal course of total CO2 concentration for the Fung and CASA sce-
narios follows that of the PBL depth. Because these two scenarios do not include a diur-
nal cycle in the surface fluxes due to terrestrial biology, the net flux is negative (about 
0.1 µMol m-2 s-1 for T9 and 0.4 µMol m-2 s-1 for T15) 24 hours a day. Nighttime “photo-
synthesis” depletes the PBL of CO2 disproportionately because it acts on a layer that is 
only 20 mb thick. In the morning, turbulent entrainment at the PBL top brings in unde-
pleted air, so the concentration rises, reaching a maximum at about the time the PBL 
stops getting deeper. The concentration in this deeper layer is depleted very slowly by 
the weak surface fluxes throughout the afternoon, and then more quickly following the 
collapse of the turbulent PBL in the evening. The peak-to-peak amplitude of the diurnal 
cycle in total CO2 in the Fung scenario is less than 1 ppm, and is about 3 ppm using the 
CASA scenario.
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By contrast, the total CO2 as simulated by SiB2 undergoes a diurnal cycle with a 
peak-to-peak amplitude of about 30 ppm, as does the concentration observed by aircraft. 
Nighttime soil respiration adds CO2 to the stable PBL until about 0600 local time, when 
the sun comes up and photosynthesis begins. Simulated morning concentrations average 
about 380 ppm. The concentration falls rapidly in the early morning as the uptake acts on 
a shallow PBL, and then more slowly as the PBL grows and entrains more air from 
above. By the late afternoon, the simulated concentration has fallen to about 350 ppm on 
average. The collapse of the turbulence coincides with the cessation of photosynthesis be-
cause both are driven by the sun, so the concentration begins to rise again at about 1700 
local time. 

The diurnal cycles of these variables are qualitatively very similar at the other two 
field observation sites (FIFE and Harvard Forest), so they will not be presented here. 

7.2.3 Vertical Structure of CO2 in the Lower Troposphere

In the lower troposphere, the simulated vertical structure of the CO2 concentration un-
dergoes a large diurnal cycle (Fig. 7.26). Early morning concentrations are elevated (to 
nearly 380 ppm) in the shallow PBL due to stable air and efflux of CO2 from the soils 
due to respiration at night. On average, the PBL was less than 200 m deep at 600 local 
time. By mid-afternoon, the PBL has grown to about 800 m depth by turbulent entrain-
ment, and photosynthetic uptake has depleted this deeper layer of CO2, reducing its con-
centration to about 348 ppm by 1600 local time. After sundown, the buoyancy flux at the 
surface becomes negative and the PBL collapses, and soil respiration once again begins 
enriching the CO2 concentration at the surface. A residual layer of air above the PBL top 
is “left over,” with low CO2 concentrations still reflecting daytime conditions in the PBL. 
This leads to a very strong nocturnal “CO2 inversion,” characterized by a gradient in CO2 
concentration of nearly 30 ppm across the PBL top by morning. No such “inversion” oc-
curs in the CASA or Fung cases, of course, because they are not subject to diurnally vary-
ing surface fluxes.

The vertical structure during July over the Brazilian rainforest as documented by 
Wofsy et al. (1988) underwent a very similar diurnal evolution (Fig. 7.27) as that simulat-
ed using SiB2. Note that the mean concentration is different between the observations 
and the simulation; the simulated concentrations reflect approximately 1990 conditions, 
whereas the observations were taken in 1985. The aircraft data and the simulation each 
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show a “CO2 inversion” of about 30 ppm in the early morning. The nighttime aircraft ob-
servations do not include data below 300 m (presumably because of the hazards of night 
flying near the canopy level in the Amazon!), so the surface conditions cannot be com-
pared between the model and observations. Both figures show the “relic” depression in 
concentration above the nocturnal boundary layer. Small scale turbulent mixing in the rel-
ic layer is not resolved by the model, but is quite evident in the observations. The mixing 
of the CO2-depleted relic boundary layer air into the free troposphere during the night is 
likely to be important in controlling the long-range transport and vertical propagation of 
the signal from daytime photosynthesis throughout the troposphere.
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FIGURE  7.26: Concentration of CO2 vs. time of day on the abscissa and height above the 
ground on the ordinate. Diurnal composite for July at the CSU GCM grid cell 
corresponding to Manaus, Brazil. Contour interval is 0.5 ppm from 348 to 352 
ppm, and 5 ppm from 355 to 380 ppm. Note the diurnal evolution of the PBL.
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The SiB2 scenario obviously produces much more realistic results for the diurnal evo-
lution of the concentration field in the lower troposphere than either of the other scenari-
os. The diurnal correlations between atmospheric transport and mixing and surface CO2 
flux account for some of the most striking differences in the seasonal and annual mean 
distributions of CO2 in the PBL presented in sections 6.2.1 and 7.1, and based on the re-
sults presented in this section, they are probably closer to the true values over the conti-
nental interiors than the other scenarios considered. Unfortunately, no long-term 
monitoring of PBL concentrations on the diurnal time scale has been carried out in these 
regions, so a rigorous comparison to observations is not possible at this time.

7.3 Summary

The amplitude of the seasonal cycle of atmospheric CO2 in the PBL is much greater 
as simulated in this study than has been found by previous studies using off-line tracer 
transport models. The amplitude is greatest over the northern continents (as high as 60 

FIGURE  7.27: Vertical profiles of CO2 concentration measured by aircraft in July, 1985 by 
Wofsy et al. (1988). The left panel shows early morning conditions, and the 
right panel is a composite of four nighttime profiles. Note that the horizontal 
scale is quite different in the two panels.

Early Morning Nighttime Composite
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ppm over parts of Asia), and correlations between the strength of vertical atmospheric 
mixing and the surface carbon fluxes in this region lead to strong spatial gradients in CO2 
concentration in the annual mean (section 7.1). The differences between the results of the 
present experiments and those of previous modeling studies are weaker with increasing 
distance from areas of strong biological fluxes, but are still evident at the NOAA flask 
sampling stations. Tracer T9, with surface fluxes prescribed using the data of Fung et al. 
(1987), had an average concentration at the flask sites in the northern hemisphere that 
was 0.87 ppm higher than those in the southern hemisphere. In the modeling study of 
TFT90, this figure was only 0.25 ppm. The stronger effect in the present experiments is 
due to the use of the prognostic bulk boundary layer in the CSU GCM, which allows 
much stronger seasonal variations in the strength of vertical mixing in the lower tropo-
sphere than is simulated in off-line tracer models. 

The amplitude of the seasonal cycle diminishes with height over most of the northern 
hemisphere, but increases with height over most of the southern hemisphere in all three 
preferred scenarios tested, reflecting the fact that the seasonal cycle in the southern hemi-
sphere is dominated by transport of the signal from the north. In the upper troposphere, 
only the Fung scenario reproduces the relatively high seasonal amplitude over Japan doc-
umented by Tanaka et al. (1987) and the meridional structure of the seasonal amplitude 
documented by Nakazawa et al. (1991). The other scenarios fail to match these features 
primarily because their surface fluxes are not sufficiently strong during the period of in-
tense vertical transport associated with the Indian summer monsoon 

At the NOAA flask stations, the best fit to the seasonal data is produced by the 
CASA scenario. The seasonal amplitude at the high northern latitudes is a bit too weak 
in this scenario, but the amplitude in that region is much too strong in the Fung scenario, 
and although the SiB2 scenario matches the observed amplitudes quite well, it fails to 
match the phase of the oscillation. Recall that the CASA fluxes were adjusted to better re-
produce the expected behavior at high northern latitudes (by decreasing the exponential 
temperature sensitivity parameter Q10, see section 3.4.4), so the high degree of agree-
ment there should not be too surprising. 

The growing season drawdown of CO2 at high northern latitudes as simulated in the 
SiB2 scenario begins and ends almost two months too early. The differences between the 
simulated SiB2 fluxes and the prescribed fluxes of Fung and CASA are greatest over the 
boreal forest in May and August, and are almost entirely due to differences in soil respi-
ration rather than photosynthesis (section 7.1.4). Simulated soil respiration in SiB2 is 



293 

Section 7.3  Summary

very weak to nonexistent in May because the soils over much of the boreal region remain 
frozen and snow covered much too late in the season due to unrealistic soil hydrological 
and thermal properties. Because the annual carbon released by soil respiration must 
equal the previous year’s annual uptake by photosynthesis at every grid cell, unrealistic 
“extra” respiration occurs in this region when the soil finally warms in August, produc-
ing simulated surface fluxes that are much too low in late summer. 

The simulated diurnal cycle of surface carbon fluxes, PBL CO2 concentrations, and 
vertical gradients and transport is far more realistic as simulated by SiB2 than for the oth-
er two scenarios (section 7.2). At the few locations where detailed observations have 
been collected throughout the PBL, the agreement during the growing season is very 
good. The simulated diurnal amplitude of CO2 concentration is between 20 and 30 ppm 
at the three locations studied. The simulated surface fluxes are a little weaker than ob-
served at mid-day at all three sites, and especially at the temperate grassland site (FIFE). 
This may reflect continuing hypersensitivity of the model to temperature and drought 
stress, as was documented in earlier versions of SiB. Alternatively, it may reflect the fact 
that the model results represent a full month of days and nights whereas the observation-
al data are limited to at most ten-day time series. The diurnally varying vertical structure 
of CO2 in the lower troposphere is well simulated for the tropical forest site of the ABLE 
2 experiments, and suggests that vertical transport of the diurnal signal due to the growth 
and decay of the turbulent PBL is an important process for exporting the local signal of 
biological activity into the free troposphere. This aspect of the atmospheric transport of 
CO2 has not been simulated in previous global models. 
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Conclusions and Recommendations

8.1 Conclusions

The objectives of this study (see section 1.7) were 

1) to investigate the surface fluxes and atmospheric transport of CO2 in order to 
better understand the global carbon cycle, and

2) to serve as a building block for the integration of models of the atmosphere 
and the terrestrial biosphere, which will facilitate future work in elucidating 
the linkages between these components of the Earth system.

In pursuit of objective 1, several multiyear simulations of the global distribution of at-
mospheric CO2 were performed, using 18 different tracers representing different aspects 
of the global carbon cycle. Building the computational machinery necessary for this task 
directly addressed objective 2 because simulating some of the linkages between the ter-
restrial biosphere and atmospheric CO2 was an essential part of the investigation. The 
two objectives were not pursued separately, but in concert. The results presented in Chap-
ters 5 – 8 directly address objective 1, and were made possible by model developments 
described in Chapter 3, which address objective 2.

The CSU GCM has been modified to include the prognostic calculation of the concen-
trations of an arbitrary number of trace gases (sections 3.3 and 3.4). These modifications 
consist of code to calculate the changes in tracer concentrations due to surface fluxes, ad-
vection by the mean atmospheric flow, vertical mixing by dry convection, and vertical 
transport by penetrative cumulus convection. The tracer code is not in any way restricted 
to simulating CO2 – indeed, two radioactive tracers were included in the simulations re-
ported here. Any passive trace gas could be simulated using this code in the future. This 
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may provide a useful tool for evaluating aspects of the model transport, as was done in 
the present study using 85Kr and 222Rn. By adding code to calculate changes due to 
chemical reactions, the transport code for the present study could be used to simulate the 
concentrations of chemically reactive tracers in the CSU GCM in the future. 

Further modifications were made to the CSU GCM to pass information from the land 
surface parameterization (SiB2) to the trace gas calculation regarding the sources and 
sinks of CO2 due to the terrestrial biota (section 3.4.4.3). This is a necessary first step on 
the road to fully coupled simulations of the interactions between the atmosphere and land 
biosphere in the carbon cycle. In the past, the assimilation calculation in SiB2 was per-
formed only as part of the determination of stomatal and canopy conductances for use in 
computing surface fluxes of heat, moisture, and momentum. The use of this information 
in the trace gas calculation has enabled the carbon exchange at the land surface to be cal-
culated according to variations in environmental forcing at the six minute time step of 
the CSU GCM. Such a representation allows an investigation of the response of the biota 
to the diurnal cycle, changing heat and moisture stress, and other physical processes, and 
is unprecedented in previous global scale carbon cycle modeling. At present, the commu-
nication is unidirectional only – the assimilation rate calculated by SiB2 directly affects 
the concentration of CO2 in the boundary layer but the simulated CO2 concentration has 
no effect on the biochemical calculations in SiB2.

The CSU GCM is successful at reproducing most aspects of tracer distributions which 
are documented by observational data (sections 5.3 and 5.4). The simulated meridional 
gradients and interhemispheric exchange of 85Kr agree quite well with the observations 
of Weiss et al. (1983). On the regional scale, simulated concentrations of 85Kr in the 
PBL suggest that horizontal transport is not well represented in the vicinity of very large 
point sources. This is an effect of the use of a centered-in-space numerical advection 
scheme. The simulated vertical concentration profiles of 222Rn reproduce most features 
of the observational data compiled by Liu et al. (1984) over the limited number of loca-
tions for which such data are available.

Previous tracer modeling studies (Heimann et al., 1986; Fung et al., 1987; Heimann 
and Keeling, 1989; TFT90) have required subgrid-scale tracer diffusion to achieve realis-
tic gradients of 85Kr because their interhemispheric exchange was too slow. No such dif-
fusion was used in the present study, yet the interhemispheric exchange was more 
vigorous than reported by most previous studies. Sensitivity experiments using the CSU 
GCM with a low resolution grid (section 6.1) reveal that the rate of simulated interhemi-
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spheric exchange is not limited by horizontal mass flux but rather by vertical mixing due 
to deep tropical convection which reduces the vertical gradient in tracer concentration. If 
convective mixing is too strong, southward tracer transport in the upper branch of the Ha-
dley cell is nearly balanced by northward transport near the surface, resulting in very 
slow interhemispheric mixing. If convective mixing is too weak (as in the LOWRES ex-
periment), the steep vertical gradient in tracer concentrations allows rapid interhemi-
spheric transport and produces unrealistically weak meridional gradients of 85Kr in the 
tropical lower troposphere.

Multiyear simulations of 18 different tracers were performed with the CSU GCM to 
investigate hypotheses about sources, sinks, and atmospheric transport of CO2. The sur-
face fluxes of many of the tracers were defined to be consistent with and allow the re-
sults to be compared to those of earlier studies. One tracer (T15) was defined to test the 
results of a new parameterization (CASA) of seasonal carbon exchange with terrestrial 
biosphere (Potter et al., 1993) against the observed concentration data.

 The simulated tracer concentrations in the annual mean (sections 6.2 and 6.2) were 
determined by (1) the latitude of the tracer’s source region (higher latitude sources pro-
duced steeper meridional gradients); (2) the strength of convective mixing in the source 
region; (3) seasonal correlations between surface fluxes of the tracer and vertical mixing 
by PBL turbulence and cumulus convection (particularly important for the Fung et al. 
(1987) and CASA tracers); and (4) diurnal correlations between surface fluxes and verti-
cal mixing in the model atmosphere. The last effect was possible only for the SiB2 trac-
er, and produced very strong concentration maxima in the annual mean in biologically 
productive regions (see Fig. 6.9).

At the locations of the NOAA flask stations, the meridional gradient simulated by the 
CSU GCM was about the same as determined in previous studies for tracers without sea-
sonally varying sources (such as T1, representing the effects of fossil fuel combustion), 
but was much steeper than previously simulated for strongly seasonal tracers (such as T9, 
which used the surface flux data of Fung et al., 1987). The simulated annual mean differ-
ence in concentration of T9 between the northern and southern hemisphere flask stations 
was 0.87 ppm in this study, compared to 0.25 ppm as simulated by TFT90 using exactly 
the same fluxes in the GISS tracer model. Two dimensional tracer models produce even 
weaker annual mean meridional gradients for purely seasonal sources. This difference is 
due to a more realistic planetary boundary layer in the CSU GCM as compared to the off-
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line tracer models, and has a significant effect on the relative strengths of the various 
components of the global carbon budget that can be inferred from the results. 

The meridional profiles of simulated concentration of most of the tracers at the 
NOAA flask stations fell into a handful of generic categories, and were highly spatially 
correlated (6.3.1). This made the problem of “inverting” the tracer calculation to deduce 
the sources and sinks numerically ill-conditioned, and precludes determination of a 
unique global carbon budget from tracer transport modeling, as was previously found by 
TFT90. The simulated tracer calculations can be used to evaluate the realism of various 
scenarios, but because of the spatial correlations between them the selection of the “best” 
scenario in a numerical sense is not very meaningful (section 6.3.2).

Because of the differences in tracer transport in the CSU GCM, and also because of 
the different observational data used in the present study, the global carbon budget in-
ferred from the present results is not entirely consistent with those produced by earlier 
studies using off-line tracer models (section 6.3.3). The observational constraints of the 
meridional gradient and annual growth rate at the NOAA flask stations cannot simulta-
neously be satisfied if a broadly defined sink due to CO2 fertilization is used to balance 
the budget, because such sinks as simulated here (tracers T11 and T12) do not produce a 
steep enough meridional gradient in the northern hemisphere. Sequestration of a signifi-
cant amount of CO2 by the temperate forest in the GCM is inconsistent with the relatively 
high concentrations observed in the tropical Pacific by the NOAA shipboard sampling 
program. Of the five hypothetical terrestrial sinks tested to balance the carbon budget, 
only the boreal forest was able to reproduce the meridional structure of observed CO2 at 
the flask stations without invoking large compensating sources of other tracers (section 
6.3.4). A small to moderate Arctic source is suggested by the concentrations at the north-
ernmost flask stations, and is consistent with some of the scenarios tested. A source of 
CO2 in the high latitude southern oceans produces a meridional gradient at the southern 
hemisphere flask stations that is too weak. This suggests that the global ocean sink is 
close to 0.8 Gt C yr-1, based on the observations of pCO2 at the sea surface compiled by 
TFT90, and applying a skin temperature correction in the northern hemisphere as sug-
gested by Robertson and Watson (1992). 

The differences between the carbon budget scenarios that produce agreement with 
the observations in the present study and that of TFT90 highlight the role of the simulat-
ed tracer transport in such calculations. Most components in the global carbon budget are 
broadly consistent as deduced in this and previous studies: large anthropogenic emis-
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sions in the northern middle latitudes are partly compensated by northern terrestrial 
sinks, the global oceans are a sink of perhaps 1 Gt C yr-1 but not much more, and tropi-
cal deforestation is a weaker source than was believed a decade ago. The details of the 
meridional distributions of the sources and sinks are different enough between the 
present study and that of TFT90 to place them in different biomes or regions of the 
ocean, however. This means that such results must be interpreted with caution, and that 
attention must be paid to other independent validations of the modeled transport such as 
meteorological fields and radioactive tracers.

The seasonal cycle of simulated CO2 in the atmosphere is dominated by seasonal ex-
change of carbon at the land surface. Over land areas with high biological productivity, 
the amplitude of the simulated seasonal cycle at the surface is nearly twice as strong as 
that of earlier studies because of the inclusion of a prognostic bulk boundary layer sub-
model in the CSU GCM. The realism of this enhanced seasonal cycle is not possible to 
evaluate at this time because long term observational data are not available for the interi-
or regions of the continents, but are concentrated as far away from the large terrestrial 
fluxes as possible. At the locations of the flask stations, the simulated amplitude of the 
seasonal cycle is closer to that simulated in previous studies, and agrees fairly well with 
observations. 

The best agreement with the seasonal concentrations at the NOAA flask stations (sec-
tion 7.1.3) is obtained using the new estimates of net ecosystem production produced by 
the revised CASA model (Potter et al., 1993). The phase of the seasonal variation of 
these fluxes is consistent with the earlier estimates of Fung et al. (1987) at most loca-
tions, but the amplitude is generally weaker. The simulated seasonal amplitude in CO2 
concentration produced using the Fung et al. data is greater than observed at most of the 
flask stations in the northern hemisphere, although the concentrations simulated using 
these fluxes reproduce the limited observations in the upper troposphere much better 
than for the CASA scenario. The seasonal variations simulated using the on-line calcula-
tion of surface fluxes in SiB2 have about the right amplitude, but their phase leads the ob-
servations by 1 to 2 months, especially at high northern latitudes. 

The phase error in the seasonal concentrations as simulated by SiB2 is almost entire-
ly due to a shift in the timing of simulated CO2 release by soil respiration caused by unre-
alistically low soil temperatures and persistent snow cover in the boreal forests in 
springtime (section 7.1.4). This problem appears to be caused by unrealistic soil physical 
properties prescribed as a boundary condition in the affected regions (where very few 
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field data are available). Because of the assumption that CO2 released by respiration bal-
ances uptake by photosynthesis over a year’s time at every grid point, underestimation of 
soil respiration due to frozen soils in spring requires overestimation at other times of 
year to preserve the annual integral. The sensitivity of the respiration calculation to soil 
temperature determines the timing of the “phase shifted” respiration flux, and causes a 
significant cancellation of the carbon uptake by photosynthesis when soils are warm in 
late summer. A similar phenomenon greatly reduced the amplitude of the seasonal cycle 
of NEP in the published version of the CASA model results (Potter et al., 1993). This 
was corrected by reducing the temperature sensitivity coefficient in the respiration calcu-
lation (Q10, see equation 3.23) from 2.0 to 1.5 to make the seasonal amplitude of NEP 
more closely approximate the earlier estimates of Fung et al. (1987). These problems 
suggest that exponential dependence of soil respiration on temperature may not be as use-
ful in a global model as it is in fitting empirical relationships to field observations.

The use of the on-line surface fluxes from SiB2 produced excellent agreement with 
the available observational data on the diurnal time scale (section 7.2). The diurnal 
course of photosynthetic uptake closely matches estimates made from eddy correlation 
measurements in a tropical forest, a tallgrass prairie, and a temperate forest (section 
7.2.1), although its amplitude may be a little too low. The simulated local concentration 
of CO2 in the PBL using SiB2 undergoes diurnal oscillations of about 20 – 30 ppm (peak-
to-peak), as it does in the observational data. Strong correlations between these oscilla-
tions in concentration and PBL turbulence reproduce the very strong vertical gradients in 
CO2 concentration observed at the top of the stable nocturnal boundary layer, and result 
in much more realistic vertical gradients in the lower troposphere than simulated using 
the prescribed fluxes of Fung et al. (1987) or CASA. 

8.2 Recommendations for Future Work

This study has successfully addressed the objectives listed in section 1.7, and the re-
sults suggest that it would be relatively easy to address several further problems using 
the framework of the present investigation. 

The on-line calculation of carbon exchange at the land surface in SiB2 produces a 
much greater degree of realism in the diurnal variability of CO2 concentration in the 
PBL, and a different vertical structure, especially in the lower troposphere. It would be 
very instructive to know to what extent these differences affect the long-range atmospher-
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ic transport and geographic distribution of CO2 in the atmosphere. From the present re-
sults, it is not possible to attribute the differences in the concentration fields among the 
different tracers in terms of the diurnal representation, because the behavior of the sur-
face fluxes on longer time scales is also very different. The problems with SiB2’s esti-
mates of the seasonal evolution of soil respiration in the boreal forest affect the 
atmospheric concentrations throughout the northern hemisphere during the summer, and 
preclude direct comparison with the Fung and CASA tracers. 

To evaluate the influence of the coupled diurnal and seasonal cycles of biological ac-
tivity and atmospheric circulation, a “cleaner” test should be performed in which the ef-
fects of such correlations on the transport and distribution of the tracers at the large scale 
can be isolated from other processes. One such experiment could be performed by repeat-
ing the simulation performed here, but prescribing the surface fluxes due to SiB2 as 
monthly means from the previous model output. This would be analogous to the treat-
ment of the Fung and CASA flux estimates in the present study, but the new tracer would 
have the same daily and monthly mean surface fluxes as the SiB2 tracer in the standard 
experiment already performed. Differences in the transport and large scale concentration 
field between these tracers would be directly attributable to the diurnal cycle of the flux-
es.

A more general way to address the influence of coupled diurnal and seasonal cycles 
would be to perform an experiment in which surface fluxes of a tracer are prescribed to 
vary in a simple way (for example, with a single harmonic) on both seasonal and diurnal 
time scales. Four tracers could be simulated: one that includes both the seasonal and diur-
nal oscillations in surface fluxes, one that is purely seasonal, one that is purely diurnal, 
and one that reflects only the annual mean of the surface fluxes. Such a calculation 
would not represent the behavior of any particular aspect of the carbon cycle, but could 
isolate the effects of correlations between surface exchange and atmospheric transport on 
multiple time scales.

The problems with high latitude soil respiration as calculated by SiB2 must be ad-
dressed if SiB2 is to produce reasonable seasonal behavior in the simulated concentra-
tion of CO2. This will require a careful examination of the hydrologic cycle at the land 
surface, especially in the boreal forest to determine exactly why the soils stay so cold in 
spring and so warm in the fall, and why the seasonal accumulation and melting of the 
snowpack is so slow. Such an examination is necessary in any case, because the regional 
climate in the boreal forest will not be well simulated in the CSU GCM until this problem 
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is solved. Ultimately, it would be preferable to develop a more robust parameterization 
of soil respiration for use with SiB which would be less likely to suffer from these defi-
ciencies. Perhaps a submodel could be developed which would contain the essential ele-
ments of the CASA calculation, but could be integrated efficiently at the time step of the 
GCM. At some point, the assumption of zero net ecosystem production at the annual time 
scale must be relaxed if the coupled atmosphere-biosphere models are to become useful 
for estimating long-term changes in the carbon cycle.

The differences between the carbon budget as deduced from the results of this study 
and those of previous studies emphasize the need to evaluate the transport properties of 
tracer models carefully. A CO2 tracer transport model intercomparison project is current-
ly underway (Peter Rayner, personal communication), in which the CSU GCM is partici-
pating and which will help to define how much of the current uncertainty in the global 
carbon budget results from uncertainties in atmospheric transport. The results of the 
present study suggest that inclusion of a diurnally varying planetary boundary layer will 
be an important factor in the results of the intercomparison study.

Tracer transport in areas of strong gradients is subject to significant phase error (see 
section 5.3, especially Fig. 5.12). This problem is much less severe for the simulation of 
CO2 than for 85Kr because the fluxes of CO2 are weak in comparison to the mean concen-
tration, but it reduces the confidence with which some of the results can be interpreted. 
Concentration differences on the order of 10% of the mean value occur at the top of the 
nocturnal PBL during the growing season at the land surface, and these may lead to spuri-
ous effects. Such problems could be avoided using a more sophisticated numerical advec-
tion scheme incorporating the “flux-corrected transport” algorithm of Zalesak (1979; see 
the recent review of such schemes by Smolarkiewicz and Grabowski, 1990). 

Problems with the atmospheric transport of passive tracers in the current CSU GCM 
are recognized due to the mean meridional circulation, mean zonal winds, and upper lev-
el meridional winds being somewhat weaker than observed. These deficiencies may all 
be related to excessive solar heating in deep tropical clouds, which may result from the 
relatively low value used for the albedo of ice clouds used in EAULIQ. This possibility 
should be addressed. 

The SiB2 simulation of surface carbon exchange at the land surface produced a very 
different distribution of CO2 concentration in the annual mean than the non-diurnally 
varying flux estimates. By comparison, the changes were rather small at the NOAA flask 
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stations because these were chosen to minimize local or regional effects and emphasize 
the background meridional gradient of atmospheric CO2. Future sites for long-term moni-
toring of CO2 concentration should be chosen to try to quantify the variability at conti-
nental locations, as has been suggested by TFT90 and Tans (1993). Such observations 
must resolve both the diurnal and seasonal cycles, and because of the strong vertical gra-
dients over land will require much more elaborate and expensive observing systems than 
are currently in use in the flask network. Such data would provide a valuable constraint 
by which the realism of various scenarios of carbon storage on land could be evaluated. 
The current observational network does not provide a sufficient constraint on the terres-
trial exchange of carbon with the atmosphere.

Another important difference between the various scenarios explored in the present 
study is the meridional gradient of CO2 in the upper troposphere and its seasonal varia-
tion. Because this parameter depends on both the surface fluxes and vertical transport of 
the model, it can provide valuable information about the realism of both aspects of a sim-
ulation. Takakiyo Nakazawa and colleagues at Tohoku University have shown that such 
information can be obtained relatively cheaply by collecting samples from commercial 
airliners. Such studies should be expanded to include as much of the world as possible, 
and should collect data at different seasons of the year.

One aspect of the observational data that was not explored in this study is the isoto-
pic composition of atmospheric CO2. Stable carbon isotopes are now routinely deter-
mined for the NOAA flask samples, and can help in constraining the relative 
contributions of terrestrial and oceanic sources and sinks (Ciais et al., 1994). The simula-
tion of 13C has been performed before (Pearman and Hyson, 1986; Gillette and Box, 
1986; Heimann and Keeling, 1989), and is quite instructive. Incorporating such a calcula-
tion in the CSU GCM would be easy now that the calculation of prognostic tracer concen-
trations is available. Also, stable oxygen isotopes in CO2 have been shown by Farquhar 
et al. (1993) to vary dramatically according to their interactions with the biochemical ma-
chinery of photosynthesis. Oxygen isotopes are more difficult to include in a tracer simu-
lation because the fractionation of oxygen due to cloud microphysical processes is an 
important determinant of the background isotopic composition of both CO2 and H2O 
(Jouzel, et al.,1987), but could yield very valuable insights about the terrestrial sink. 
Such a calculation should be attempted in the future.

My results show that the inclusion of diurnal effects of both surface fluxes and atmo-
spheric processes such as boundary layer turbulence in the tracer calculation produce sig-
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nificantly different results than those of off-line tracer calculations that do not include 
these processes. Such a calculation is necessarily more computationally expensive than 
the alternative, but recent developments in the computer technology and economics have 
made it feasible to perform repeated experiments at low cost. The results shed new light 
on the importance of transport processes in determining the atmospheric distributions of 
CO2, and lead to different interpretations of the sources and sinks at the land surface. Fur-
thermore, the coupling of the calculation of atmospheric and biological processes at the 
land surface provides an opportunity for better understanding of the linkages between the 
plant environment and biological influences on radiatively active trace gases. The extra 
computational investment required for such a calculation is a good one.
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Appendix

Derivation of Global Carbon Budget 
Terms by Fitting Simulated Tracers to 

Observed CO2 Concentrations

The object of this appendix is to derive an expression which can be solved for the co-
efficients  such that the linear combination of tracer concentrations

(F.1)

best fits the observed concentrations obsn. In (A.1), Cin represents the concentration of 
tracer Ti at station n (i = 1, …, M), and CTn is the “total” CO2 concentration at station n, 
which is to be compared with the observed annual mean concentration at the same 
station obsn (n = 1, …, N). Because of the linear nature of the tracer calculation (see the 
discussion in section 3.2), determination of the coefficients  for the best fit of tracer 
concentrations (Ci) is equivalent to finding the best map of the tracer fluxes (Fi) which 
describe the CO2 budget of the Earth’s atmosphere in a manner consistent with both the 
observed annual mean concentration field and the simulated transport. The total surface 
flux of CO2 at each grid point x on the planet is therefore given by 

. (F.2)

Considering the constraints outlined on page 229 in section 6.3.2, we make the fol-
lowing definitions:

(F.3)

αi

CTn αiCin
i 1=

NT

∑=

αi

F x( ) αiFi x( )

i 1=

NT

∑=

CTn Cfix n, α2Cdef n, Cresid n,+ +=
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where CTn is the total simulated CO2 at station n as before, and

, (F.4)

where M is the number of “free” or “fitted” tracers, which are designated as  since 
their indices are different from the original Ci. The coefficients βi will be fit by a least 
squares technique below, and are equivalent to some of the αi above, but apply only to 
the “free” tracers. Constraint 4 above is expressed by

(F.5)

where

 . (F.6)

From (F.5),

. (F.7)

There remain M unknown coefficients αi to be determined by fitting the CTn to the obsn.

Cfix n, C1 C6 C9+ +≡

Cdef n, C2≡

Cresid n, βiC′i
i 1=

M

∑≡

C′i

Ffix α2Fdef αiF′i
i 1=

M

∑+ + S=

Ffix F1 F6 F9+ +≡ 7.0 Gt C yr 1–=

Fdef F2≡ 1.0 Gt C yr 1–=

α2

S Ffix– αiF′i
i 1=

M

∑–

Fdef
----------------------------------------------=
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Substituting from (F.7) and (F.4) into (F.3), the total simulated CO2 concentration at 
each flask station is given by 

(F.8)

The sum of the squared differences between the observed and combined simulated 
concentrations is defined as

. (F.9)

The “best” combination of tracers CT is defined to be the one for which SSD is 
minimized. This occurs when the partial derivative of SSD with respect to each 
coefficient is zero, that is, when 

. (F.10)

For a given tracer, say i=k,

 . (F.11)

The derivative in the right-hand-side of (F.11) can be evaluated directly from (F.8):

CTn Cfix n,
1

Fdef
--------- S Ffix– βiF′i

i 1=

M

∑–
 
 
 
 

Cdef n, βiC′in
i 1=

M

∑+ +=

SSD CTn obsn–( )2

n 1=

N

∑≡

βi∂
∂ SSD( ) 0 for each i, 1 i M≤ ≤=

βk∂
∂ SSD( )

βk∂
∂ CTn obsn–( )2

n 1=

N

∑=

2 CTn obsn–( ) βk∂
∂CTn

n 1=

N

∑=
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. (F.12)

Substituting (F.12) into (F.11), the minimum of SSD is given when 

. (F.13)

Dividing (F.13) by 2 and substituting from (F.8) for CTn, the condition we wish to en-
force is given by

. (F.14)

Grouping terms containing βi, (F.14) may be rewritten as

. (F.15)

The complete system of M equations can be written much more conveniently in matrix 
form as 

. (F.16)

βk∂
∂CTn Cin

F′i
Fdef
---------Cdef n,–=

βk∂
∂ SSD( ) 2 CTn obsn–( ) C′in

F′i
Fdef
---------Cdef n,– 

 

n 1=

N

∑ 0= =

C′in
F′i
Fdef
---------Cdef n,– 

 

j 1=

NS

∑

Cfix n,
1

Fdef
--------- S Ffix– βiF′i

i 1=

M

∑–
 
 
 
 

Cdef n, βiC′in
i 1=

M

∑ obsn–+ +
 
 
 
 

0=

βi C′kn
Fk

Fdef
---------Cdef,n– 

 

n 1=

N

∑ C′in
Fi

Fdef
---------Cdef,n– 

 

i 3=

M

∑ =

C′kn
Fk

Fdef
---------Cdef,n– 

  Cfix n,
1

Fdef
--------- S Ffix–( )Cdef,n obsn–+ 

 

n 1=

N

∑–

A β b=
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From (F.15), the elements of A are given by

, (F.17)

and the elements of the right-hand side vector b are

. (F.18)

The rows of A are numbered k = 1, M and the columns are numbered i = 1, M. 

aki C′kn
Fk

Fdef
---------Cdef,n– 

 

n 1=

N

∑ C′in
Fi

Fdef
---------Cdef,n– 

 =

bk C′kn
Fk

Fdef
---------Cdef,n– 

  Cfix n,
1

Fdef
--------- S Ffix–( )Cdef,n obsn–+ 

 

n 1=

N

∑–=
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List of Abbreviations

85Kr Krypton-85
222Rn Radon-222

ABLE Amazon Boundary-Layer Experiment

BATS Biosphere-Atmosphere Transfer Scheme

CASA Carnegie-Ames-Stanford Approach 
(terrestrial ecosystem carbon cycle model)

CFC Chlorofluorocarbon

CO2 Carbon dioxide

CSU Colorado State University

EAULIQ Cloud microphysics parameterization (Fowler et al.,1994)

ECMWF European Center for Medium-Range Weather Forecasting

FIFE First ISLSCP Field Experiment

GCM General Circulation Model

GISS Goddard Institute for Space Studies

HK89 Heimann and Keeling (1989)

ISLSCP International Satellite Land-Surface Climatology Project

ITCZ Intertropical convergence zone

LW90 Legates and Willmott (1990a, b)

µMol micromole

NASA National Aeronautic and Space Administration
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Abbreviations

NCAR National Center for Atmospheric Research

NOAA National Oceanic and Atmospheric Administration

NEP Net ecosystem production

NPP Net primary production (or productivity)

PAR Photosynthetically active radiation

PBL Planetary Boundary Layer

pCi picocurie (unit of radioactive decay)

SiB Simple Biosphere model 

STP Standard temperature and pressure

SVD Singular-Value Decomposition

TEM Terrestrial Ecosystem Model

TFT90 Pieter Tans, Inez Fung, and Taro Takahashi, 1990 
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