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Background 
 The atmospheric burden of CO2 is steadily increasing in response to widespread 
anthropogenic combustion of fossil fuels, approximately 7 PgC yr-1 of emissions to the atmosphere.  
A large portion of this carbon, about 4 PgC yr-1, is absorbed by the earth’s oceans and terrestrial 
ecosystems.  This uptake varies annually from 1 to 6 PgC yr-1 (Conway et al, 1994).  
Approximately one-half of this large and variable sink is believed to be due to net uptake by 
terrestrial ecosystems (Ciais et al, 1995; Battle et al, 2000).  Understanding the causes and 
documenting the spatial distribution of this terrestrial sink of carbon are primary goals of carbon 
cycle science.  Another primary need is to understand the cause of the large interannual variability 
in the terrestrial carbon sink.  Such understanding would enable us to better predict the future 
response of the carbon cycle to climate and land use change, and may suggest ways to mitigate 
climate change via management of the terrestrial carbon cycle.  Progress is hampered by our 
limited ability to quantify the terrestrial carbon cycle on appropriate spatial and temporal scales.  
Measurements of ecosystem-atmosphere CO2 exchange that integrate over domains of similar 
ecosystem and climate, and across seasons will greatly extend our understanding of the terrestrial 
carbon cycle.   

 This collaborative project has supported ongoing work to develop and understand analyses 
of highly calibrated CO2 mixing ratio measurements on communications towers in northern 
Wisconsin (the Ring of Towers, 2003 and 2004 data collection), and on several AmeriFlux towers.   
At Penn State, it has additionally supported substantial instrument development to improve the 
precision of the sensors deployed long-term to AmeriFlux sites. 

 

Observations 
 As a first step towards implementing atmospheric budget or inversion methodology on 

a regional scale, a network of five relatively inexpensive CO2 mixing ratio measurement 
systems were deployed on towers in northern Wisconsin between April and August 2004.  

Four systems were distributed on a circle of roughly 150-km radius, surrounding one 
centrally located system at the WLEF tower in Park Falls, WI. Additional data from the 
Sylvania, MI, AmeriFlux tower was incorporated into the dataset.  The five systems used 

LiCor-820 infrared CO2 analyzers and were calibrated every two hours using four samples 



known to within ± 0.2 ppm CO2. Frequent calibration is necessary to characterize and 
remove the nonlinear response of the CO2 sensor to changes in temperature and pressure.  

Before deploying the five CO2 systems, their relative accuracy was tested by sampling air in 
parallel from a four-liter sample volume with a fan actively circulating the air.  For the tests, 
each system used its own set of calibration standards to measure the relative accuracy in the 

field.  The relative agreement between all systems was better than ± 0.3 ppm, which may 
include small errors in the field standards.  A LI-7000 connected in series with one of the five 

systems revealed no systematic bias associated with the use of the LI-820.  
As a further means to evaluate the accuracy of the systems, one system was deployed at the 

WLEF tower in Park Falls, WI, (Bakwin et al., 1998) where a NOAA-ESRL system also measured 
CO2 mixing ratio.  The PSU system sample line branched off from the NOAA-ESRL system 76-m 
sample line at the base of the tower to ensure that both systems were sampling identical air. The 
NOAA-ESRL and PSU systems had independent filtering and, more importantly, independent 
drying.  In addition, the NOAA-ESRL system used a LI-6251.  The difference between the CO2 
mixing ratio measured by the two systems for the times in which both systems were operational is 

shown in Fig. 1a.    
The estimated uncertainty of the NOAA-ESRL system, calculated such that the actual value 

should be within one times the uncertainty estimate of the measured value 67% of the time, is also 
shown (A. Andrews, personal communication).  The PSU estimate of the CO2 mixing ratio is 
within one times the uncertainty estimate of the NOAA-ESRL value for 57% of the observations; 
the average ESRL uncertainty estimate is 0.29 ppm.  The PSU value is within 0.5 ppm of the 
NOAA-ESRL value for  83% of the values, and 96% of the PSU values are within 1 ppm of the 
NOAA-ESRL values.  The daytime-only percentages are similar.  The difference between the daily 
mean PSU value and the daily mean NOAA-ESRL value (Fig. 2b) is consistently less than ±0.3 
ppm. 

To show the utility of such a regional scale network in determining the spatially- and 
temporally-varying regional flux, we calculate, in the simplest possible manner, the Lagrangian 
estimate of the daytime CO2 flux on two days in which the wind direction was such that parcels 

Figure 1. Difference 
between the CO2 mixing 
ratio measured by the PSU 
and NOAA-ESRL systems 
at the WLEF tower (76-m 
level) during April–August 
2004.  a) 12-min data (solid 
circles) and uncertainty 
estimate of the NOAA-
ESRL system (gray line), 
and b) difference between 
the daily average [CO2] 
measurements. 
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traveled across the study domain and in which the wind speed was relatively constant for several 
hours.  The days chosen for the analysis (19−20 June 2004) had simple CO2 signals, with no 
evidence of frontal passages or pollution events.  The parcel transit times between upwind and 
downwind sites were about 6 – 8 hr for 19 June and 3 hr for 20 June.  The change in CO2 mixing 
ratio of parcels traveling between sites is at least 2.6 ppm, which is large compared to the accuracy 
of the systems, and typical of the horizontal gradients we might expect over a distance of 100-200 
km under fair weather conditions. Using an estimate of  the boundary layer depth based on 
temperature soundings and measured heat fluxes,  and assuming the entrainment flux to be zero, the 
estimated flux is −10 to  −11 µmol m2 s-1 on June 19 and −18 to −19 µmol m2 s-1 on June 20.  We 
estimate the uncertainty of the flux, based on errors in the BL depth, transit times, and [CO2], to be 
at least 3 µmol m2 s-1.  For comparison, the midday average net ecosystem-atmosphere exchange 
(NEE) measured at 30 m on the WLEF tower is −9 µmol m2 s-1 on both 19 and 20 June.   While the 
122-m and 396-m data are generally used to calculate the flux on unstable days such as these, the 
data at those heights are, unfortunately, not available.  A typical value for the difference between 
the flux measured at 30 m and the higher levels is −5 µmol m2 s-1; thus the actual NEE is likely 
closer to −14 µmol m2 s-1.  This rough estimate shows that the Ring CO 2 measurements should 
yield very reasonable results when interpreted in a full inversion scheme. 

As another example of the data captured with a regional scale network, we show data during 
a frontal passage. Within the regional network on 29 April 2004, all six sites (with the possible 
exception of Wittenberg) show an abrupt increase in CO2 mixing ratio followed by a gradual 
decline (Fig. 2).  The timing of the increase in CO2 mixing ratio coincides with a frontal passage 
through the region, from the northwest to the southeast.  Prior to the frontal passage the CO2 
mixing ratio measured at 76 m at WLEF decreased from 386 ppm at 0230 GMT to 377 ppm at 

Figure 2.  CO2 mixing ratio measured 
at five sites within the regional network 
for  29 April 2004. a) Brule, b) 
Bayfield, c) WLEF, d), Sylvania, e) 
Fence, and f) Wittenberg.   All 
measurement heights are 76 m and  
data shown are 1-min averages, with 
the exception of Sylvania where the 
measurement height is 36 m and the 
data are available every 30 min.  Both a 
PSU system (dots)  and a NOAA-
ESRL system (line) recorded data at 
the WLEF tower.   The approximate 
times of frontal passage at each site (to 
the nearest hour) as determined from 
surface observations of pressure, 
temperature, and winds are a) 0600, b) 
0900, c) 1000, d) 1000, e) 1300, f) 
1300 GMT.  Sunset at WLEF occurred 
at 0106 GMT, and sunrise at 1051 
GMT.   
 



0830 GMT (Fig. 2c). The frontal passage occurred during a calibration cycle of the PSU system so 
no data were recorded during the rapid change, but the CO2 mixing ratio immediately before the 
frontal passage was 379 ppm and immediately after was 391 ppm.  The ESRL system recorded two 
intermediate points between the prefrontal value and the postfrontal value 36 min later.   After the 
frontal passage, the CO2 mixing ratio then gradually fell to 386 ppm and remained relatively  
constant for the duration of the day.  While the frontal case is not easily interpreted in terms of local 
biological fluxes, it clearly illustrates that the mixing ratio measurements on small towers capture 
coherent regional changes in CO2.  

Numerical tools 
This project had made use of a comprehensive suite of numerical models and analysis tools 

for the study of the continental carbon cycle. These tools have been developed and tested by the 
investigators over the past 15 years, partly with support from DOE.  They include: 

• The Simple Biosphere model (SiB), which represents ecosystem physiology, including 
photosynthesis, respiration, and decomposition on local, regional, and global scales; 

• The Regional Atmospheric Modeling System (RAMS), which simulates weather, winds, 
and atmospheric tracer transport as well as land-atmosphere interaction. The coupled SiB-
RAMS model has been used to simulate gridded NEE and atmospheric CO2 from the scale 
of large PBL eddies to the entire continent on a set of telescoping two-way nested grids;  

• The CSU Lagrangian Particle Dispersion Model (LPDM), which calculates backward-in-
time trajectories to relate observed changes in CO2 mixing ratio to surface fluxes upstream; 

 
LPDM and Formulation of NEE and Mixing Ratio Variations 

We have developed a method for regional CO2 flux inversion using a Lagrangian Particle Dispersion 
Model (LPDM) driven by the output of SiB-RAMS. The method involves four steps: (1) forward simulation 
of photosynthesis, respiration, decomposition, and atmospheric transport using the coupled SiB-RAMS 
model; (2) calculation of a large number of backward-in-time particle trajectories from each observation point 
(“receptor”) in space and time; (3) integration of the particle trajectories to quantify the “influence function” 
of each upstream grid cell at each previous time with respect to a particular observation; and (4) an 
optimization scheme that adjusts the fluxes so that simulated and observed mixing ratios differ by acceptable 
amounts. This method was developed partly with prior support from DOE TCP, and was tested using data 
from the Ring of Towers experiment (see results from prior TCP research described previously). The LPDM 
(Uliasz and Pielke, 1991; Uliasz, 1993, 1994; Uliasz et al., 1996) accounts for transport by resolved advection 
and by subgrid-scale stochastic motion (turbulence and clouds). Influence functions calculated by integrating 
upstream contact time with the surface quantify the partial derivative of a particular measurement with 
respect to all previous fluxes at all surface points in the domain (the method is nearly identical to that of 
Gerbig et al., 2003b). In general, influence functions are also calculated with respect to the initial distribution 
of CO2 and the lateral boundary conditions, though with sufficient integration time the former become 
negligible. 

We account for high-frequency time variations of  photosynthesis and respiration by assuming that they 
are driven by well-understood and easily modeled processes (radiation, temperature, soil moisture), then 
solve for unknown multiplicative biases in each component flux after smoothing in space and time. This is 
accomplished by convolving the influence functions generated from LPDM with gridded photosynthesis 
(gross primary production, GPP) and ecosystem respiration (RESP) at each time step in SiB-RAMS.  The net 
ecosystem exchange (NEE) is composed of these two component fluxes: 

 NEE(x, y,t) = RESP(x, y,t) −GPP(x, y,t)  (eq 1) 



where x and y represent grid coordinates and t represents time. Sub-hourly variations in the simulated 
component fluxes in time are primarily controlled by the weather (especially changes in radiation due to 
clouds and the diurnal cycle of solar forcing), whereas seasonal changes are derived from phenological 
calculations parameterized from satellite imagery. Fine-scale variations in space are driven by variations in 
vegetation cover, soil texture, and soil moisture. To estimate regional fluxes from atmospheric mixing ratios, 
we assume that the model of the component fluxes is biased, and that the biases are smoother in time and 
space than the fluxes themselves: 

 NEE(x, y,t) = βRESP (x, y)RESP(x, y,t) − βGPP (x, y)GPP(x, y,t)  (eq 2) 
A persistent bias in photosynthesis might result from underestimation of leaf area, available nitrogen, or soil 
moisture, whereas a persistent bias in respiration might result from overestimation of soil carbon or coarse 
woody debris. In any case, it is reasonable that such biases vary much more slowly than the fluxes 
themselves.  

To estimate slowly-varying biases βResp and βGPP using SiB-RAMS and LPDM, we first generate surface 
flux influence functions by integrating the backward-in-time particle trajectories from LPDM. Using these, 
we can represent the mixing ratio observed at a given station k at time m as  

 Ck ,m = βR,i, jRESPi, j ,n − βA,i, jGPPi, j ,n( )Ck ,m,i, j ,n
*( )

i, j ,n
∑ Δt fΔxΔy + CBKGD,k ,m  (eq 3) 

where i and j are grid indices in the zonal and meridional directions, n is the time at which GPP and 
Respiration occurred (not usually the time at which the resulting change in mixing ratio was measured!). The 
influence function C*

k,m,i,j,n is then the discrete form of the partial derivative of the observed mixing ratio 
with respect to the NEE at grid cell (i,j) at time step n. The length scales Dx and Dy are the sizes of the grid 
cells in the zonal and meridional direction, and Dtf is the time step over which the fluxes are applied. The 
term CBKGD,k,m represents the contribution of “background” CO2 flowing into the model domain from the 
larger scales. With a little algebra and a healthy dose of computer time, we obtain a simpler representation 
more practical suitable for optimization: 
 
 

 Cobs = βRESP,cellCRESP,obs,cell
*

cell=1

nCell

∑ + βGPP,cellCGPP,obs,cell
*

cell=1

nCell

∑ + CBKGD,obs  (eq 4) 

where obs is an observation number (combines indices k and m), and cell is a grid cell number (combines 
indices i and j). The influence functions have been convolved with the GPP and RESP terms from the 
forward model and integrated over the time period over which the bias terms are assumed to apply: 

 

CRESP,obs,cell
* = Δt fΔxΔy RESPcell ,nCobs,cell ,n

*

n
∑

CGPP,obs,cell
* = −Δt fΔxΔy GPPcell ,nCobs,cell ,n

*

n
∑

 (eq 5) 

We have experimented successfully with 10-day time scales for the bias terms, which allow influence 
functions on hourly fluxes and observations to be integrated for 240 hours. This approach has two important 
advantages: (1) the area and strength of upstream influence over 10 days is much greater than for a single 
hour, so the inverse problem of estimating the bias terms βis much better constrained than the estimation of 
the fluxes themselves; and (2) the storage of the influence functions in (eq 5) is 240 times smaller than 
would be required to store all the Cobs,cell,n! 
Equation 4 is a linear system which can be written simply as  

  
y = hx  (eq 6) 

where  
y is the vector of observations Cobs and  

x  is the vector of unknown bias terms  

β GPP,cell and βResp,cell. The Jacobian matrix h contains the influence functions C*
GPP,obs,cell and C*

RESP,obs,cell. The 



rows of h correspond to each observation, and each column corresponds to an unknown bias term βRESP or 
βGPP at a given grid cell over the 10-day integration period. In practice, we treat the background mixing ratio 
by prescribing lateral inflow from a larger scale model. We treat errors in this boundary condition additively 
by augmenting the vector of unknowns  

x with lateral boundary concentrations and “transporting” them to 
the receptor by augmenting matrix h with additional influence functions for these fluxes.  

5.2.3 Estimation of Bias Terms from Atmospheric Mixing Ratios with MLEF 
For relatively small numbers of unknowns and observation, the inverse problem of estimating  

x  from 

 
y  in (eq 6) is straightforward and can be solved by matrix methods involving singular-value decomposition 

(SVD). We minimize a cost function that penalizes model-data mismatch and is regularized by imposing a 
weak prior constraint: 

  J = (
y − hx)T r−1(y − hx) + (x − xp )

T p−1(x − xp )  
here r is the observation error covariance, and p is the prior error covariance of the unknown β’s. The 
solution is given (e.g., Rodgers, 2000) by  

  
x = xp + (h

T r−1h + p−1)−1hT r−1(y − hxp )  (eq 7) 
and the a posteriori error covariance of the b’s is given by  

 c = (hT r−1h + p−1)−1 . (eq 8) 
To solve (eqs 7 and 8), we use a fast and flexible algorithm for this “analytical” inversion, originally derived 
by Peter Rayner (pers. comm.), and implemented in the IDL programming language. Continental inversions 
of hourly data from 11 towers for 10-day biases in GPP and RESP on a 100-km grid with (4408 unknowns 
with 2640 observations) take about 10 minutes of CPU time using this routine on a fast Linux machine.  
Unfortunately, the computing requirements for the analytical solution to the inverse problem scale roughly 
as the square of the number of unknowns or observations, and large problems will not fit in computer 
memory. This method is also limited to linear models with (assumed) Gaussian errors. To overcome these 
obstacles and for more flexibility with respect to optimizing structures in the error covariance in the bias 
terms β, we have implemented the model described above into the Maximum Likelihood Ensemble Filter 
(Zupanski, 2005; Fletcher and Zupanski, 2006), which is closely related to the Ensemble Kalman Filter 
(Peters et al, 2005). The MLEF is very flexible, allowing for nonlinear models of arbitrary complexity and 
for non-Gaussian errors. It has been adapted for separate estimation of model error as well as optimal control 
parameters. The essence of the ensemble data assimilation approach is that an ensemble of sets of 
systematically perturbed control parameters (the β’s in our case) are generated by the algorithm from an 
initial forward simulation and calculation of model-data mismatch ( 

y − hx  in our case). An ensemble of 
forward model integrations (for us, the simple matrix multiplication  h

x ) is then performed, and the 
optimization algorithm estimates values and uncertainties of each control parameter from the resulting 
dependence of model-data mismatch on parameter values, subject to specified prior values and error 
covariance.  

The ensemble yields an approximation of the full error covariance matrix of the β’s, the accuracy of 
which depends on the size of the ensemble. Theoretically, the MLEF estimation approaches the analytical 
solution (eqs 7 and 8) when the size of the ensemble is equal to the number of unknowns (this is called the 
“full-rank” problem). We have verified this behavior for continental and regional inversions of SiB-RAMS 
fluxes by comparing estimates of β (x,y) and its error covariance computed with full-rank ensembles to the 
analytical solution. The MLEF algorithm includes a strong preconditioning step that reduces the size of 
ensembles required. In our experiments with estimation of SiB-RAMS biases for the Ring of Towers, we 
have found that ensembles of 100 members produce results that are almost indistinguishable from the full-
rank solution (1800 members).  

A key advantage of the estimation of β (x,y) using the MLEF is that spatial covariance and correlation 
between biases in GPP and respiration can be propagated from one 10-day “assimilation cycle” to the next, 



so that spatial patterns in the bias emerge over time. In any given time window, the model is terribly 
underconstrained by observations, but the system “learns” about the model biases and their spatial structure 
over successive cycles as new observations are assimilated. Without spatial patterns of error covariance, 
inverse methods are prone to creating unrealistic flux patterns determined by the placement of the 
observations. Alternatively, one can assume that model biases are determined uniquely by vegetation type 
(Gerbig et al, 2003b, 2005), but this risks extreme aggregation error. Biases due to incorrect soil nitrogen or 
forest stand age, for example, are very unlikely to be constant across all pixels of a given vegetation type.  

Regional Evaluation of SiB-RAMS-LPDM-MLEF for the Ring of Towers 
We have evaluated the ability of the MLEF to estimate biases in SiB-RAMS fluxes given influence 

functions generated by the LPDM using synthetic observations for the Ring of Towers experiment in the 
summer of 2004. A forward simulation of a 70-day period starting on 1 June, 2004 was performed in SiB-
RAMS on a domain somewhat larger than the conterminous USA on a grid of Dx=40 km. A finer nest was 
run on a 1000 km x 1000 km subdomain centered on WLEF with Dx =10 km. Influence functions were 
generated by running the LPDM backward in time for two-hour mean “samples” from six surface layer 
towers in the Ring, plus five levels on the WLEF tower (all but the 11 m level). We then sought to estimate 
the bias factors every 10 days (seven assimilation cycles) on a 20-km grid over a 600 x 600 km area centered 
on the tall tower.  

We created a “true” field of  the biases in SiB-RAMS simulations of GPP and ecosystem respiration 
(βRESP and βGPP) by dividing the domain in half. On the east side, we set the mean value of both β’s to be 1.1, 
and on the western half we set them to 0.5. To make the problem more difficult, we also included random 
deviations in each β chosen from a Gaussian distribution with a mean of 0 and a standard deviation of 0.1. 
Because we are gluttons for punishment, we applied these deviations with different decorrelation length 
scales: 80 km in the southern and 160 km in the northern halves of the domain. We then used these 
perturbed β’s to generate synthetic mixing ratio data by multiplying them by the LPDM influence functions 
(eq 6), which were already convolved with the modeled photosynthesis and respiration from SiB-RAMS, as 
two-hourly averages assuming that the model bias is constant over periods of 10-days. The data were also 
perturbed by Gaussian noise, with a mean of 0 and a variance that depended on tower height and time of 
day. The error assigned to the data ranged from 1 ppm above 200 m during daytime to 45 ppm below 50 m 
at night. Note that this formulation only allows about three “observations” per day from the surface-layer 
towers under well-mixed conditions, and very strongly deweights night-time and transitional values. 
As a “first guess” of the unknown distribution of model bias, we assumed a uniform field of β  = 0.75 in 
every grid cell. This value was assumed to be known to within 0.2 (at 1-sigma). Our initial estimate of the 
spatial decorrelation length-scale was 120 km. Successive cycles in the assimilation used the estimated β’s 
and covariance matrix from the previous cycle as a background field, constituting a “persistence forecast” 
for both the β’s and their covariance structure. No further smoothing was applied. After the first cycle, the 
spatial covariance of the errors in β’s was determined from the synthetic mixing ratio data. Results (Fig 3) 
are very encouraging. The estimated β (x,y) clearly distinguish the east-west structure in the “true” field, and 
also capture much of the random finer variations, including the smoother patterns in the south than the north. 
The constraint is weak over the Great Lakes, because both GPP and Resp are zero there. Overall uncertainty 
in the model bias was less than 5% over most of the interior of the Ring. 
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