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Preface to the Fourth Edition

Sadly, John Monteith, my colleague, mentor and friend, died in July 2012 before this
edition was complete. For more than 50 years he pioneered the application of physics
to the study and analysis of biological processes. He began his career in the Physics
Department of Rothamsted Experimental Station, where his collaboration with Howard
Penman led to the Penman-Monteith equation that has been so influential in ecophys-
iology and hydrology for estimating evaporation and transpiration. At Rothamsted he
also collaborated with Geza Szeicz and others in designing and building some of the
first instruments for Environmental Physics, including early versions of tube solarime-
ters and porometers that became much-used tools for investigating canopy and leaf
environments. He was also among the first to use infrared gas analyzers for microme-
teorological measurements of the carbon dioxide exchange of crop canopies.

In 1967 he moved to the University of Nottingham School of Agriculture where he
built up the first academic department with a focus on Environmental Physics. The first
edition of this book in 1973 was derived from the course that he developed there for
senior undergraduates, which was unique in covering both plant and animal interactions
with the environment. The text quickly became essential reading for researchers in the
expanding field of Environmental Physics worldwide and was translated into several
languages. When I joined John as co-author for the second edition (1990), we updated
the book, expanded several chapters, and added new sections on non-steady-state heat
balances and on particle and pollutant gas transfer in recognition of the emerging
discipline that would eventually be termed biogeochemistry.

By the time of the third edition (2008), Environmental Physics had expanded rapidly,
driven by concerns over increasing global carbon dioxide concentrations and changing
climate. In particular, research on the carbon and water budgets of forests and natural
vegetation had greatly increased. Availability of new fast-response instrumentation for
trace gas measurement allowed the previously esoteric micrometeorological method
of eddy covariance measurement to be widely applied. Consequently we added more
material about eddy covariance and included more examples of applications in forest
science. We also responded to requests to include more worked examples and problem
sets for student use. The Preface to the Third Edition, which is reproduced below,
captures many of John’s insights into the development of Environmental Physics, and
reveals some of the thinking behind how this book is structured and the conventions
we have chosen to adopt.

This fourth edition provides an opportunity to improve on the presentation of mate-
rial, update the core chapters, and summarize some of the highlights of the huge expan-
sion in published work in Environmental Physics over the past decade. In keeping with
the title, we have chosen to focus on principles; readers seeking more advanced treat-
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ments of topics are encouraged to explore some of the texts mentioned in the Bibliog-
raphy. In choosing examples from published research we have continued our practice
of focusing on work that presents new insights and applies principles from the text;
this becomes increasingly challenging as Environmental Physics grows, so we have
included many new references aimed to help readers follow up on emerging topics.

It has always been our aim to keep the mathematics in this book at a level acces-
sible to readers competent in algebra but not necessarily familiar with calculus. We
have responded to suggestions from our students and others by expanding many of
the algebraic derivations to show intermediate steps, and we have placed some of the
more complex mathematics in text boxes which could be omitted by the general reader.
More has been included about the Penman-Monteith equation and its applications, and
about coupling of vegetation to the atmosphere. And we have increased the material
on eddy covariance and modified the presentation of gradient methods in micromete-
orology so that much of the discussion of non-neutral stability could be bypassed.

We are grateful to our many students and colleagues who have given us feedback
on their use of this book and have provided many of the research examples that are
mentioned in the text. Comments (both positive and negative!) on this edition will be
most welcome and can be addressed to pepcomments@gmail.com.

Mike Unsworth, 2013.

Companion Website

Visit this book’s companion website to access additional content.
http://booksite.elsevier.com/9780123869104



Preface to the Third Edition

In the time since the first edition of Principles of Environmental Physics was published
in 1973 the subject has developed substantially; indeed, many users of the first and
second editions have contributed to the body of research that makes this third edition
larger than the first. From the start, this text has been aimed at two audiences: first,
undergraduate and graduate students seeking to learn how the principles of physics can
be applied to study the interactions between plants and animals and their environments;
and second, the research community, particularly those involved in multidisciplinary
environmental research. In many ways, environmental physics has become more thor-
oughly embedded in environmental research over the decades. For example, in ecology
and hydrology, concepts of atmospheric exchange of gases and energy between organ-
isms and the atmosphere, and the resistances (or conductances) controlling them are
commonly applied. And in atmospheric science, soil-vegetation-atmosphere transfer
schemes (SVATS) are an integral part of general circulation, mesoscale, and climate
models. This “union of ideas” across the disciplines has made it challenging to define
the scope of this third edition and to keep the size manageable. In doing so we have
been guided by the word “Principles” in the title, so have focused, as in previous edi-
tions, on describing the critical principles of energy, mass, and momentum transfer,
and illustrating them with a number of examples of their applications, taken from a
range of classic and more recent publications.

Several themes have waxed and waned over the editions. At the time of the first edi-
tion, agricultural crop micrometeorology was a dominant application of environmental
physics, beginning with the desire to quantify the water use and irrigation requirements
of crops, and extending, as new instrumentation became available, to the analysis of
carbon dioxide exchange in efforts to identify the environmental controls of crop pro-
ductivity. There has been much less new work on agricultural crop micrometeorology
in the last decade or two, but applications of environmental physics to the study of
managed and natural forests and other ecosystems gathered pace through the 1970s
and 1980s, and probably currently account for a larger fraction of the annual reviewed
publications in environmental physics than agricultural applications. Also in the 1970s
and 1980s, concerns over human influences on air quality (particularly acid rain and
ozone) grew, leading to the application of environmental physics to study fluxes of pol-
lutant gases, acidic particles, and mist to crops and forests. Additionally, the technology
for remote sensing from satellites developed considerably.

The second edition of Principles of Environmental Physics, published in 1990,
reflected these developments by adding a new chapter on particle transfer, new mate-
rial on radiative transfer, and expanding the sections on micrometeorological meth-
ods. It also expanded treatment of the environmental physics of animals and their
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environments, influenced by the work of a number of researchers studying the heat bal-
ance of livestock and wild animals, who began to use the terminology of environmental
physics, thus establishing parallels with the integration of environmental physics into
plant science. The identification of the ozone hole above Antarctica in 1985, and its
influence on ultraviolet radiation at the surface received a short mention in the second
edition, but emerging research on deposition of nitrogen-containing gases to vegetation
was not covered; both topics receive more attention in this edition.

Through the 1980s, extending to the present time, concern over rising concentrations
of carbon dioxide and other greenhouse gases in the atmosphere and consequent likely
effects on climate has been a dominant topic, leading to an explosion of measurement
and modeling research programs that make use of principles described in this book. Two
developments have been particularly important: improved instrumentation allowing
the eddy covariance technique in micrometeorology to be applied for studies of land-
atmosphere exchange of carbon dioxide, water vapor, and some other trace gases over
seasonal and multi-annual periods; and theoretical advances to enable models of plant-
atmosphere exchange to be scaled up from the leaf scale to landscape, regional and even
global scales, creating links between the principles described in this book at organism
and canopy levels with the type of regional and global modeling necessary to address
climate-change concerns. This edition contains two substantially revised chapters on
micrometeorology with expanded treatment of the eddy covariance method, and which
contain several new case studies to illustrate the application of micrometeorological
methods over forests and natural landscapes. We have also expanded the material on
solar and terrestrial radiation with new discussion of the roles of radiatively active
greenhouse gases and aerosols.

Although eddy covariance has become the method of choice for micrometeorology in
many situations, we have retained the material describing profile (similarity) techniques
for deducing fluxes, because an understanding of similarity methods is essential for
large-scale models and because profile methods have advantages in terms of simplicity
of instrumentation when designing student projects or working with limited resources.

A number of other changes in this edition have resulted from our own experience
and feedback from others using this book as a teaching text: several sections that were
particularly condensed in earlier editions have been expanded to aid clarity, and some
sections have been rearranged to improve the flow; more worked examples have been
included in the text; some specialized material (for example, details of the physics of
radiative emission and of radiation interaction with aerosols) has been added in text
boxes that can be omitted by readers seeking a briefer treatment of the subject; and
numerical problems have been added at the end of each chapter. Many of the numerical
problems are more extensive than typically found in textbooks. This reflects requests we
have had over the years from teachers who would like to explore realistic applications
of the subject; many of the problems have been used in our own undergraduate and
graduate teaching at Nottingham and Oregon State Universities, and we thank many
students for their feedback and suggestions for improvements to the problems.

In planning this third edition we debated whether to change nomenclature in flux
equations from resistances to conductances, and whether to express quantities in “mole”
units rather than “m-kg-s” units. Biologists increasingly use conductances and moles
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in their analyses, and there are some good theoretical and didactic arguments for this.
But, on balance, we preferred to retain the “resistance” terms and “s m−1” units used
in earlier editions: the analogy with Ohm’s Law emphasizes the underlying physics of
many analyses used in this book, and units of s m−1 for resistances are more intuitive
for heat and mass transfer calculations in energy balance and hydrological applications.
Nevertheless, we recognize that many readers will be familiar with conductance and
mol units, so we have discussed conversions of units at several appropriate points
in the text. There are many advantages in environmental physicists trying to become
comfortable in working with both systems of units to facilitate communication across
the disciplines.

We intend this text to be useful for teaching undergraduates and graduate students
specializing in physics, biology, and the environmental sciences. The mathematical
treatment is deliberately kept relatively simple, with little use of calculus; the biology
is also strictly limited, consisting principally of material essential for understanding the
physical applications. There is a bibliography directing readers to more detailed texts
if necessary. For our other category of readers, research scientists, we have continued
the approach of previous editions by including a large number of references to the
peer-reviewed literature, identifying a mix of papers that we consider classics and
ground-breaking research applications; more than 30 of the references in this edition
have been published since 1990.

In the preface to the second edition we expressed the hope that our book would
encourage more university physics departments to expose their students to environ-
mental physics. Our impression is that progress has been slow. This surely cannot
be because of a lack of career opportunities—current environmental concerns open
many possibilities for environmental physicists in the atmospheric sciences, hydrol-
ogy, ecology, and biology, particularly if they enjoy the challenges of multidisciplinary
work. Nor does it seem to be because physics students lack interest in environmen-
tal subjects. Perhaps it is inevitable that the crowded physics curriculum leaves little
room for options such as environmental physics, but it would be satisfying if, by the
time the fourth edition of this book appears, environmental physics was as common as
astronomy or meteorology as an optional course in physics departments.

John Monteith and Mike Unsworth, 2006.
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Symbols

The main symbols used in this book are arranged here in a table containing brief defini-
tions of each quantity. A few of the symbols are universally accepted (e.g. R,g), some
have been chosen because they appear very frequently in the literature of environmen-
tal physics (e.g. rs, z0, KM), and some have been devised for the sake of consistency.
In particular, the symbols S and L are used for flux densities of short- and long-wave
radiation with subscripts to identify the geometrical character of the flux, e.g. Sd for
the flux density of diffuse short-wave radiation from the sky.

Flux densities of momentum, heat, and mass are printed in bold case throughout
the book (e.g. τ ,C,E) and so is the latent heat of vaporization of water λ, partly
to distinguish it from wavelength λ and partly because it is often associated with E.
Uppercase subscripts are used to refer to momentum, heat, vapor, carbon dioxide, etc.,
e.g. rV, KM; most other subscripts are lowercase, e.g. cp for the specific heat of air at
constant pressure.

The complete set of symbols represents the best compromise that could be found
between consistency, clarity, and familiarity.

Roman Alphabet

A area; azimuth angle with respect to south
Ab area of solid object projected on a horizontal plane
Ap area of solid object projected on plane perpendicular to solar beam
A(z) amplitude of soil temperature wave at depth z
B total energy emitted by unit area of full radiator or black body
B wet-bulb depression
B(λ) energy per unit wavelength in spectrum of full radiator or black body
c volume fraction at CO2 (e.g. vpm); fraction of sky covered by cloud; velocity

of light; mean velocity of gas molecules
cd drag coefficient for form drag and skin friction combined
cf drag coefficient for form drag
cp specific heat of air at constant pressure; efficiency of impaction of particles
cs specific heat of solid fraction of a soil (similarly, suffixes l and g refer to

liquid and gaseous fractions)
cv specific heat at constant volume
c′ bulk specific heat of soil
C flux of heat per unit area (flux density) by convection in air
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E heat capacity of an organism per unit surface area
d zero plane displacement
D saturation vapor pressure deficit; diffusion coefficient for a gas in air (sub-

scripts V for water vapor; C for CO2); damping depth (= (2κ ′/ω)1/2)
e partial pressure of water vapor in air
es(T ) saturation vapor pressure of water vapor at temperature T
δe saturation deficit, i.e. es(T )− e
Eq energy of a single quantum
E flux of water vapor per unit area; evaporation rate
Er respiratory evaporation rate of an animal
Es rate of evaporation from skin
Et rate of evaporation from vegetation
F generalized stability factor (φv φm)

−1

F drag force on a particle; retention factor
F mass flux of a gas per unit area; flux of radiant energy
g acceleration by gravity (9.81 m s−2)

G flux of heat per unit area by conduction
h Planck’s constant (6.63 × 10−34 J s); relative humidity of air; height of

cylinder, crop, etc.
H total flux per unit area of sensible and latent heat
i intensity of turbulence, i.e. root mean square velocity/mean velocity
I intensity of radiation (flux per unit solid angle)
J rate of change of stored heat per unit area
k von Karman’s constant (0.41); thermal conductivity of air; attenuation coef-

ficient; Boltzmann constant (1.38 × 10−23 J K−1)

k′ attenuation coefficient; thermal conductivity of a solid
K diffusion coefficient for turbulent transfer in air (subscripts H for heat, M

for momentum, V for water vapor, C for CO2, S for general scalar entity)
K canopy attenuation coefficient
l mixing length, stopping distance; length of plate in direction of airstream
L leaf area index; Monin-Obukhov length
L flux of long-wave radiation per unit area (subscript u for upwards; d for

downwards; e from environment; b from body)
m mass of a molecule or particle; air mass number
M rate of heat production by metabolism per unit area of body surface
M gram-molecular mass (subscripts a for dry air, v for water vapor)
n represents a number or dimensionless empirical constant in several

equations
N Avogadro constant (6.02 × 1023); number of hours of daylight
N radiance (radiant flux per unit area per unit solid angle)
P latent heat equivalent of sweat rate per unit body area
p total air pressure; interception probability in hair coats
q specific humidity of air (mass of water vapor per unit mass of moist air)
Q rate of mass transfer
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r radius; resistance to transfer (subscripts M momentum, H heat, V water
vapor, C for CO2), usually applied to boundary layer transfer; atmospheric
mixing ratio (mass of substance per unit mass of dry air)

ra resistance to transfer in the atmosphere (subscripts M, H, V, C as above)
rb additional boundary layer resistance in a canopy for mass transfer
rc canopy resistance
rd thermal resistance of human body
rf thermal resistance of hair, clothing; resistance for forced ventilation in open-

top chambers
rh resistance of hole (one side) for mass transfer
ri incursion resistance for open-top chambers
rp resistance of pore for mass transfer
rs resistance of a set of stomata
rt total resistance of single stoma
rH resistance for heat transfer by convection, i.e. sensible heat
rR resistance for radiative heat transfer (ρcp/4σT 3)

rHR resistance for simultaneous sensible and radiative heat exchange, i.e. rH and
rR in parallel

rV resistance for water vapor transfer
R Gas Constant (8.31 J mol−1 K−1)

Rn net radiation flux density
Rni isothermal net radiation, i.e. net radiation absorbed by a surface at the tem-

perature of the ambient air
s amount of entity per unit mass of air
S gas concentration
Sd diffuse solar irradiance on horizontal surface
Se solar radiation received by a body, per unit area, as a result of reflection

from the environment
Sp direct solar irradiance on surface perpendicular to solar beam
Sb direct solar irradiance on horizontal surface
St total solar irradiance (usually) on horizontal surface
t diffusion pathlength
T temperature
Ta air temperature
Tb body temperature
Tc cloud-base temperature
Td dew-point temperature
Te equivalent temperature of air (T + (e/γ ))
T ∗

e apparent equivalent temperature of air (T + (e/γ ∗))
Tf effective temperature of ambient air
Ts, To temperature of surface losing heat to environment
Tv virtual temperature
T ′ thermodynamic web bulb temperature
T ∗ standard temperature for vapor pressure specification
u optical pathlength of water vapor in the atmosphere
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u(z) horizontal velocity of air at height z above earth’s surface
u∗ friction velocity
v molecular velocity
vd deposition velocity
vs sedimentation velocity
Vm molar volume at STP (22.4 L)
V volume
V̇ minute volume
w vertical velocity of air; depth of precipitable water
W body weight of animal
x volume fraction (subscripts s for soil; l for liquid; g for gas); ratio of cylinder

height to radius
z distance; height above earth’s surface
z0 roughness length
Z height of equilibrium boundary layer

Greek Alphabet

α absorption coefficient (subscripts p for photosynthetically active; T for total
radiation; r for red; i for infrared)

α(λ) absorptivity at wavelength λ
β solar elevation; ratio of observed Nusselt number to that for a smooth plate
γ psychrometer constant (= cp p/λε)
γ ∗ apparent value of psychrometer constant (= γ rV/rH)


 dry adiabatic lapse rate, DALR (9.8 × 10−3 K m−1)

δ depth of a boundary layer
� rate of change of saturation vapor pressure with temperature, i.e. ∂es(T )∂T
ε ratio of molecular weights of water vapor and air (0.622)
εa apparent emissivity of the atmosphere
ε(λ) emissivity at wavelength λ
θ angle with respect to solar beam; potential temperature
κ thermal diffusivity of still air
κ ′ thermal diffusivity of a solid, e.g. soil
λ wavelength of electromagnetic radiation
λ latent heat of vaporization of water
μ coefficient of dynamic viscosity of air
ν coefficient of kinematic viscosity of air; frequency of electromagnetic radi-

ation
ρ reflection coefficient, albedo (subscripts p for photosynthetically active; c

for canopy; s for soil; r for red; i for infrared; T for total radiation); density
of a gas, e.g. air including water vapor component

ρa density of dry air
ρc density of CO2
ρ1 density of a liquid



Symbols xix

ρs density of a solid component of soil
ρ′ bulk density of soil
ρ(λ) reflectivity of a surface at wavelength λ
σ Stefan-Boltzmann constant (5.67 × 10−8 W m−2 K−4)

� sum of a series
τ flux of momentum per unit area; shearing stress
τ fraction of incident radiation transmitted, e.g. by a leaf; relaxation time,

time constant, turbidity coefficient
φ mass concentration of CO2, e.g. g m−3; angle between a plate and airstream
� radiant flux density
χ absolute humidity of air
χs(T ) saturated absolute humidity at temperature T
ψ angle of incidence
ω angular frequency; solid angle

Non-Dimensional Groups

Le Lewis number (κ/D)
Gr Grashof number
Nu Nusselt number
Pr Prandtl number (v/κ)
Re∗ Roughness Reynolds number (u∗zo/v)
Re Reynolds number
Ri Richardson number
Sc Schmidt number (v/D)
Sh Sherwood number
Stk Stokes number

Logarithms

ln logarithm to the base e
log logarithm to the base 10



1 The Scope of Environmental Physics

Physics has always been concerned with understanding the natural environment, and, in
its early days, was often referred to as “Natural Philosophy.” Environmental Physics,
as we choose to define it, is the measurement and analysis of interactions between
organisms and their environments.

To grow and reproduce successfully, organisms must come to terms with the state of
their environment. Some microorganisms can grow at temperatures between
−6 and 120 ◦C and, when they are desiccated, can survive even down to −272 ◦C.
Higher forms of life on the other hand have adapted to a relatively narrow range of
environments by evolving sensitive physiological responses to external physical stim-
uli. When environments change, for example because of natural variation or because
of human activity, organisms may, or may not, have sufficiently flexible responses to
survive.

The physical environment of plants and animals has five main components which
determine the survival of the species:

(i) the environment is a source of radiant energy which is trapped by the process of
photosynthesis in green cells and stored in the form of carbohydrates, proteins, and
fats. These materials are the primary source of metabolic energy for all forms of
life on land and in the oceans;

(ii) the environment is a source of the water, carbon, nitrogen, other minerals, and trace
elements needed to form the components of living cells;

(iii) factors such as temperature and daylength determine the rates at which plants grow
and develop, the demand of animals for food, and the onset of reproductive cycles
in both plants and animals;

(iv) the environment provides stimuli, notably in the form of light or gravity, which
are perceived by plants and animals and provide frames of reference both in time
and in space. These stimuli are essential for resetting biological clocks, providing
a sense of balance, etc.;

(v) the environment determines the distribution and viability of pathogens and parasites
which attack living organisms, and the susceptibility of organisms to attack.

To understand and explore relationships between organisms and their environment,
the biologist should be familiar with the main concepts of the environmental sciences.
He or she must search for links between physiology, biochemistry, and molecular
biology on the one hand and atmospheric science, soil science, and hydrology on the
other. One of these links is environmental physics. The presence of an organism modifies

Principles of Environmental Physics, Fourth Edition. http://dx.doi.org/10.1016/B978-0-12-386910-4.00001-9
© 2013 Elsevier Ltd. All rights reserved.
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2 Principles of Environmental Physics

the environment to which it is exposed, so that the physical stimulus received from the
environment is partly determined by the physiological response to the environment.

When an organism interacts with its environment, the physical processes involved
are rarely simple and the physiological mechanisms are often imperfectly understood.
Fortunately, physicists are trained to use Occam’s Razor when they interpret natural
phenomena in terms of cause and effect: i.e. they observe the behavior of a system and
then seek the simplest way of describing it in terms of governing variables. Boyle’s
Law and Newton’s Laws of Motion are classic examples of this attitude. More complex
relations are avoided until the weight of experimental evidence shows they are essential.
Many of the equations discussed in this book are approximations to reality which have
been found useful to establish and explore ideas. The art of environmental physics lies
in choosing robust approximations which maintain the principles of conservation for
mass, momentum, and energy.

Such approximations are often described as models. These models may be either
theoretical or experimental, and both types are found in this book. We have not con-
sidered models of plant or animal systems based on computer simulations. They can
rarely be tested in the sense that physicists use the word because so many variables
and assumptions are deployed in their derivation. Consequently, although they can be
useful for identifying the sensitivity of systems to environmental variables, they seldom
seem to us to contribute to an understanding of the principles of environmental physics.

Several volumes would be needed to cover all relevant principles of environmental
physics, and the definite article was deliberately omitted from the title of this book
because it makes no claim to be comprehensive. However, the topics which it covers
are central to the subject: the exchange of radiation, heat, mass, and momentum between
organisms and their environment. Within these topics, similar analysis can be applied
to a number of closely related problems in plant, animal, and human ecology. The short
bibliography at the end of the book should be consulted for more specialized treatments,
for example of subjects such as the physics of water, heat, and solute transfer in soils.

The lack of a common language is often a barrier to progress in interdisciplinary
subjects and it is not easy for a physicist or atmospheric scientist with no biological
training to communicate with a physiologist or ecologist who is fearful of formulae.
Throughout the book therefore, simple electrical analogs are used to describe rates
of transfer and exchange between organisms and their environment, and calculus has
been kept to a minimum. The concept of resistance (and its reciprocal, conductance)
has been familiar to plant physiologists for many years, mainly as a way of expressing
the physical factors that control rates of transpiration and photosynthesis, and ani-
mal physiologists have used the term to describe the insulation provided by clothing,
coats, or by a layer of air. In micrometeorology, aerodynamic resistances derived from
turbulent transfer coefficients can be used to calculate fluxes from a knowledge of the
appropriate gradients, and resistances which govern the loss of water from vegetation
are now incorporated in models of the atmosphere that include the behavior of the
earth’s surface. Ohm’s Law has therefore become an important unifying principle of
environmental physics; the basis of a common language for biologists and physicists.

The choice of units was dictated by the structure of the Système International,
modified by retaining the centimeter. For example, the dimensions of leaves are quoted
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in mm and cm. To adhere strictly to the meter or the millimeter as units of length often
needs powers of 10 to avoid superfluous zeros and sometimes gives a false impression of
precision. As most measurements in environmental physics have an accuracy between
±1% and ±10%, they should be quoted to two or at most three significant figures,
preferably in a unit chosen to give quantities between 10−1 and 103. The area of a leaf
would therefore be quoted as 23.5 cm2 rather than 2.35 × 10−3 m2 or 2350 mm2.

Conversions from SI to c.g.s. are given in the Appendix, Table A.1.



2 Properties of Gases and Liquids

The physical properties of gases influence many of the exchanges that take place
between organisms and their environment. The relevant equations for air therefore
form an appropriate starting point for an environmental physics text. They also provide
a basis for discussing the behavior of water vapor, a gas whose significance in meteorol-
ogy, hydrology, and ecology is out of all proportion to its relatively small concentration
in the atmosphere. Because the evaporation of water from soils, plants, and animals is
also an important process in environmental physics, this chapter reviews the principles
by which the state of liquid water can be described in organisms and soil, and by which
exchange occurs between liquid and vapor phases of water.

2.1 Gases and Water Vapor

2.1.1 Pressure, Volume, and Temperature

The observable properties of a gas such as temperature and pressure can be related to the
mass and velocity of its constituent molecules by the Kinetic Theory of Gases which is
based on Newton’s Laws of Motion. Newton established the principle that when force
is applied to a body, its momentum, the product of mass and velocity, changes at a
rate proportional to the magnitude of the force. Appropriately, the unit of force in the
Système Internationale is the Newton and the unit of pressure (force per unit area) is
the Pascal—from the name of another famous natural philosopher.

The pressure p which a gas exerts on the surface of a liquid or solid is a measure of
the rate at which momentum is transferred to the surface from molecules which strike
it and rebound. Assuming that the kinetic energy of all the molecules in an enclosed
space is constant and by making further assumptions about the nature of a perfect
gas, a simple relation can be established between pressure and kinetic energy per unit
volume. When the density of the gas is ρ and the mean square molecular velocity is
v2, the kinetic energy per unit volume is ρv2/2 and

p = ρv2/3, (2.1)

implying that pressure is two-thirds of the kinetic energy per unit volume.
Although Eq. (2.1) is central to the Kinetic Theory of Gases, it has little practi-

cal value. A number of congruent but more useful relations can be derived from the
observations of Boyle and Charles whose gas laws can be combined to give

pV ∝ T, (2.2)
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6 Principles of Environmental Physics

where V is the volume of a gas at an absolute temperature T (K). To establish a constant
of proportionality, a standard amount of gas is defined by the volume Vm, occupied
by a mole at standard pressure and temperature (STP, i.e. 101.325 kPa and 273.15 K)
which is 0.0224 m3 (22.4 l). Then

pVm = RT, (2.3)

where R = 8.314 J mol−1 K−1, the molar gas constant, has the dimensions of a mole-
cular specific heat.

Since the pressure exerted by a gas is a measure of its kinetic energy per unit volume,
pVm is proportional to the kinetic energy of a mole. A mole of any substance contains
N molecules where N = 6.02 × 1023 is the Avogadro constant. It follows that the
mean energy per molecule is proportional to

pVm/N = (
R/N

)
T = kT, (2.4)

where k is the Boltzmann constant.
Equation (2.3), which is a statement of the Ideal Gas Law, is sometimes used in the

form

p = ρRT /M (2.5)

obtained by writing the density of a gas as its molecular mass divided by its molecular
volume, i.e.

ρ = M/Vm. (2.6)

For unit mass of any gas with volume V, ρ = 1/V so Eq. (2.5) can also be written in
the form

pV = RT /M . (2.7)

Equation (2.7) provides a general basis for exploring the relation between pressure,
volume, and temperature in unit mass of gas and is particularly useful in four cases:

1. constant volume—p proportional to T ,
2. constant pressure (isobaric)—V proportional to T ,
3. constant temperature (isothermal)—V inversely proportional to p,
4. constant energy (adiabatic)—p, V , and T may all change.

When the molecular weight of a gas is known, its density at STP can be calculated
from Eq. (2.6) and its density at any other temperature and pressure from Eq. (2.5).
Table 2.1 contains the molecular weights and densities at STP of the main constituents
of dry air. Multiplying each density by the appropriate volume fraction gives the mass
concentration of each component and the sum of these concentrations is the density
of dry air. From a density of 1.292 kg m−3 and from Eq. (2.5) the effective molecular
weight of dry air (in g) is 28.96 or 29 within 0.1%.

Since air is a mixture of gases, it obeys Dalton’s Law, which states that the total
pressure of a mixture of gases that do not react with each other is given by the sum of
the partial pressures. Partial pressure is the pressure that a gas would exert at the same
temperature as the mixture if it alone occupied the volume that the mixture occupies.
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Table 2.1 Composition of Dry Air
Gas Molecular

weight (g)
Density at
STP
(kg m−3)

Percent by
volume

Mass con-
centration
(kg m−3)

Nitrogen 28.01 1.250 78.09 0.975
Oxygen 32.00 1.429 20.95 0.300
Argon 38.98 1.783 0.93 0.016
Carbon dioxide 44.01 1.977 0.03 0.001

Air 29.00 1.292 100.00 1.292

2.1.2 The Hydrostatic Equation

Although the atmosphere is usually in motion, the upward force acting on a thin slab of
air due to the decrease of pressure with height is generally balanced by the downward
force imposed by gravity. If the decrease in pressure is −dp (force per unit area) across
a slab of thickness dz, then

−dp = gρ dz

or

dp

dz
= −gρ, (2.8)

where ρ is the density of air and g is the acceleration due to gravity. Eq. (2.8), the
hydrostatic equation, describes how pressure decreases with increasing height.

2.1.3 The First Law of Thermodynamics, and Specific Heats

The First Law of Thermodynamics states that energy in a system is conserved if heat
is taken into account. When a unit mass of gas is heated but not allowed to expand, the
increase in total heat content per unit increase of temperature is known as the specific
heat at constant volume, usually given the symbol cv. Conversely, if the gas is allowed
to expand in such a way that its pressure stays constant, additional energy is needed
for expansion, so that the specific heat at constant pressure cp is larger than cv.

To evaluate the difference between cp and cv, the work done by expansion can be
calculated by considering the special case of a cylinder with cross-section A fitted with
a piston which applies a pressure p on gas in the cylinder, thereby exerting a force p A.
If the gas is heated and expands to push the cylinder a distance x , the work done is the
product of force p A and distance x or p Ax which is also the product of the pressure
and the change of volume Ax . The same relation is valid for any system in which gas
expands at a constant pressure.

The work done for a small expansion dV of unit mass of gas at constant pressure p
is found by differentiating Eq. (2.7) to give

p dV = (R/M) dT . (2.9)
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As the difference between the two specific heats is the work done in expansion per unit
increase of temperature, it follows that

cp − cv = p dV /dT = R/M . (2.10)

The ratio of cp to cv for a gas depends on the energy associated with the vibration
and rotation of its molecules and therefore depends on the number of atoms forming
the molecule. For diatomic molecules such as nitrogen and oxygen which are the
major constituents of air, the theoretical value of cp/cv is 7/5, in excellent agreement
with experiment. Because cp − cv = R/M , it follows that cp = (7/2)R/M and
cv = (5/2)R/M . In the natural environment, most processes involving the exchange of
heat in air occur at a pressure (atmospheric) which is effectively constant in the shallow
region near the ground with which we are concerned in environmental physics, and
since the molecular weight of air is 28.96,

cp = (7/2)× (8.314/28.96) = 1.01 J g−1 K−1.

2.1.4 Latent Heat

When heat is supplied to a substance without its temperature changing, it is described as
latent heat. The increase in internal energy of the substance is associated with a change
of phase, involving changes in molecular configurations. For example, evaporation and
condensation of water are common phenomena in environmental physics. The latent
heat of vaporization λ is the heat that must be supplied to convert unit mass of water
from liquid to vapor without a change in temperature. For water at STP, λ is 2501 J g−1

(Appendix A, Table A.3); the latent heat of condensation has the same value. Values
of λ vary with temperature, as given in Table A.3. Similarly, if heat is supplied to ice
at STP, the temperature remains at 0 ◦C until all the ice has melted. The latent heat of
melting is 334 J g−1 and is equal to the latent heat of fusion.

2.1.5 Lapse Rate

Meteorologists apply thermodynamic principles to the atmosphere by imagining that
discrete infinitesimal “parcels” of air are transported either vertically or horizontally
by the action of wind and turbulence. Relations between temperature, pressure, and
height can be deduced by assuming that

• processes within a parcel are adiabatic, i.e. that the parcel neither gains energy from
its environment (e.g. by heating) nor loses energy,

• the parcel is always at the same pressure as the air surrounding it, which is assumed
to be in hydrostatic equilibrium,

• the parcel is moving sufficiently slowly for its kinetic energy to be negligible.

Suppose a parcel containing unit mass of air makes a small ascent so that it expands
as external pressure falls by dp. If there is no external supply of heat, the energy for
expansion must come from cooling of the parcel by an amount dT . It is convenient to
treat this as a two-stage process:



Properties of Gases and Liquids 9

1. The parcel ascends and cools at constant pressure and volume, providing energy
cv dT .

2. The parcel expands against external pressure p, requiring energy p dV .

For an adiabatic process, the sum of these quantities must be zero, i.e.

cv dT + p dV = 0. (2.11)

Differentiating Eq. (2.7) and putting R/M = cp − cv gives

V d P + p dV = (cp − cv) dT . (2.12)

Eliminating p dV from the last two equations gives

cp dT = V dP. (2.13)

Substituting V = RT /Mp from Eq. (2.7) gives

dT

T
=

(
R

Mcp

)
dp

p
. (2.14)

Two important relationships can be derived from Eq. (2.14). First, rearranging the
hydrostatic equation (Eq. (2.8)) and substituting for ρ from Eq. (2.5) gives

dp

p
= −

(
gM

RT

)
dz. (2.15)

Substituting Eq. (2.15) in Eq. (2.14) then gives

−dT

dz
= g

cp
. (2.16)

Equation (2.16) demonstrates that when a parcel of air rises (with the assumptions
specified earlier), its temperature decreases at a constant rate with increasing height.
The quantity g/cp is known as the Dry Adiabatic Lapse Rate or DALR, usually given
the symbol �. When both g and cp are expressed in Sl units, the DALR is

� = 9.8 (m s−2)

1.01 × 103 (J kg−1 K−1)
= 9.8 K km−1 ≈ 1 K per 100 m.

“Dry” in this context implies that no condensation or evaporation occurs within the
parcel. A Saturated Adiabatic Lapse Rate operates within cloud, and this lapse rate is
smaller than the DALR because of the release of latent heat by condensation in the
air parcel. Unlike the DALR, the Saturated Adiabatic Lapse Rate depends strongly on
pressure and temperature.

The difference between the actual (observable) lapse rate of air and the DALR is a
measure of the vertical stability of the atmosphere. During the day, the lapse rate up
to a height of at least 1 km is usually larger than the DALR and is many times larger
immediately over dry sunlit surfaces. Consequently, ascending parcels (which cool at
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the DALR) rapidly become warmer than their surroundings and experience buoyancy
which accelerates their ascent and promotes turbulent mixing, so that the atmosphere is
said to be unstable. Conversely, temperature near the surface increases with height on
still, cloudless nights (“inversion” of the daytime lapse) so that rising parcels become
cooler than their environment and further ascent is inhibited by buoyancy. Turbulence
is suppressed and the atmosphere is said to be stable.

2.1.6 Potential Temperature

A second quantity that can be derived from Eq. (2.14) is potential temperature. Equation
(2.14) shows that the temperature of an air parcel which is subject to adiabatic expansion
or contraction is a function of pressure alone. This fact makes it possible to “label” an
air parcel, which is at an arbitrary pressure, by the temperature that it would reach if
brought adiabatically to a standard pressure p0, usually taken as 100 kPa. This is the
potential temperature θ of the air parcel. If an air parcel is subject only to adiabatic
processes as it moves in the atmosphere, its potential temperature remains constant.
Quantities that remain constant during such transformations are called conservative
quantities.

To derive an expression relating θ to pressure, temperature, and p0, Eq. (2.14) can
be integrated upward from p0 (where T = θ ) to p, giving

Mcp

R

∫ T

θ

dT

T
=

∫ p

p0

dp

p
(2.17)

or

Mcp

R
ln

T

θ
= ln

p

p0
,

which may be written

θ = T

(
p0

p

)R/Mcp

. (2.18)

The expression R/(Mcp) = (cp −cv)/cp = 0.29 for dry air. Most problems in environ-
mental physics are concerned with the lowest few tens of meters in the atmosphere, so
p0/p is within 1 or 2% of unity. Consequently, it is seldom necessary to use potential
temperature (Eq. (2.18)) when calculating temperature gradients, but it is an important
concept in larger-scale atmospheric physics.

In an atmosphere where θ is constant with height, the temperature T(z) at any level
z is exactly that which leads by adiabatic ascent or descent to the value θ at 100 kPa.
Hence

T (z) = θ − �z. (2.19)

The atmosphere is then in a state of adiabatic (or convective) equilibrium, also called
neutral stability.
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2.1.7 Water Vapor and its Specification

The evaporation of water at the earth’s surface to form water vapor in the atmo-
sphere is a process of major physical and biological importance because the latent
heat of vaporization is large in relation to the specific heat of air. The heat released
by condensing 1 g of water vapor is enough to raise the temperature of 1 kg of air
by 2.5 K. Water vapor has been called the “working substance” of the atmospheric
heat engine because of its role in global heat transport. The total mass of water vapor
in the air at any moment is enough to supply only 1 week of the world’s precipita-
tion, so the process of evaporation must be very efficient in replenishing the atmo-
spheric reservoir. On a much smaller scale, it is the amount of latent heat removed
by the evaporation of sweat that allows man and many other mammals to survive
in hot climates. Sections which follow describe the physical significance of differ-
ent ways of specifying the amount of vapor in a sample of air and relations between
them.

2.1.7.1 Vapor Pressure

When both air and liquid water are present in a closed container, molecules of water
continually escape from the surface into the air to form water vapor but there is a
counter-flow of molecules recaptured by the surface. If the air is dry initially, there
is a net loss of molecules recognized as “evaporation” but as the partial pressure (e)
of the vapor increases, the evaporation rate decreases, reaching zero when the rate
of loss is exactly balanced by the rate of return. The air is then said to be “satu-
rated” with vapor and the partial pressure is the saturation vapor pressure of water
(SVP), often written es(T ) because it depends strongly on temperature. When a sur-
face is maintained at a lower temperature than the air above it, it is possible for
molecules to be captured faster than they are lost and this net gain is recognized as
“condensation.”

The second law of thermodynamics can be used to derive an equation for the rate
of change of saturated vapor pressure above a liquid with temperature, namely the
Clausius-Clapeyron equation

des

dT
= L

T (α2 − α1)
, (2.20)

where α1 and α2 are the specific volumes (the ratio of the substance’s volume to its
mass) of liquid and vapor respectively at temperature T .

A rigorous expression for the dependence of es(T ) on T can be obtained by integrat-
ing the Clausius-Clapeyron equation, but as the procedure is cumbersome, a simpler
(and unorthodox) method will be used here, with the advantage that it relates vapor
pressure to the concepts of latent heat and free energy.

Suppose that the evaporation of unit mass of water can be represented by the isother-
mal expansion of vapor at a fictitious and large pressure eo to form a much larger volume
of saturated water vapor at a smaller pressure es(T ). Water vapor can be treated as an
ideal gas in this example. If the work done during this expansion is identified as the
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latent heat of vaporization, λ, and V is the volume of the gas at any point during
expansion

λ =
∫ es(T )

eo

e dV . (2.21)

Differentiating Eq. (2.7) for an isothermal system and putting p = e gives

e dV + V de = 0,

so that, from Eq. (2.7),

e dV = −(R/Mw)T de/e,

where Mw is the molecular weight of water.
Substitution in Eq. (2.21) then gives

λ = − RT

Mw

∫ es(T )

eo

de

e
= RT

Mw
ln[eo/es(T )]. (2.22)

Given values of T and es(T ) as in Table A.4, the initial pressure eo can now be calculated,
by rearranging Eq. (2.22) to give

eo = es(T ) exp (λMw/RT ). (2.23)

Adopting a constant value of λ = 2.48 kJ g−1 at 10 ◦C, eo is found to change very little
with temperature: it is 2.076 × 105 MPa at 0 ◦C and 2.077 × 105 MPa at 20 ◦C. (In
fact, the value of λ decreases with temperature by about 2.4 J g−1 K−1 and eo decreases
with temperature if this is taken into account.)

Equation (2.23) therefore provides a simple expression for the dependence of es(T )
on T with the form

es(T ) = eo exp (−λMw/RT ), (2.24)

where eo can be regarded as constant, at least over a restricted temperature range.
However, it is more convenient to eliminate eo by normalizing the equation to express
es(T ) as a proportion of the saturated vapor pressure at some standard temperature T ∗
so that

es(T
∗) = eo exp (− λMw/RT ∗). (2.25)

Dividing Eq. (2.24) by (2.25) then gives

es(T ) = es(T
∗) exp{A(T − T ∗)/T }, (2.26)

where A = λMw/RT ∗.
For T ∗ = 273 K (0 ◦C), λ = 2470 J g−1 K−1 so that A = 19.59: but over the range

273–293 K, more exact values of es(T ) (to within 1 Pa) are obtained by giving A an
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arbitrary value of 19.65 (see Table A.4). Similarly, with T ∗ = 293, the calculated value
of A is 18.3 but A = 18.00 gives values of es(T ) from 293 to 313 K. (The need to
adjust the value of A arises from the slight dependence of eo on temperature, coupled
with the sensitivity of es(T ) to the value of A.)

An empirical equation introduced by Tetens (1930) has almost the same form as
Eq. (2.26) and is more exact over a much wider temperature range. As given by Murray
(1967), it is

es(T ) = es(T
∗) exp{A(T − T ∗)/(T − T ′)}, (2.27)

where A = 17.27, T ∗ = 273 K (es(T ∗) = 0.611 kPa), and T ′ = 36 K.
Values of saturation vapor pressure from the Tetens formula are within 1 Pa of the

exact values given in Appendix A.4 up to 35 ◦C.
The rate of increase of es(T ) with temperature is an important quantity in micro-

meteorology (see Chapter 11) and is usually given the symbol � or s. Between 0 and
30 ◦C, es(T ) increases by about 6.5% per ◦C whereas the pressure of unsaturated vapor
of any ideal gas increases by only 0.4% (1/273) per ◦C. By differentiating Eq. (2.24)
with respect to T it can be shown that

� = λMwes(T )/(RT 2) (2.28)

and, up to 40 ◦C, this expression is exact enough for all practical purposes.

2.1.7.2 Dew-Point Temperature

The dew-point temperature (Td) of a sample of air with vapor pressure e is the temper-
ature to which it must be cooled to become saturated, i.e. it is defined by the equation
e = es(Td). When the vapor pressure is known, the dew-point temperature can be found
approximately from tables of SVP, or more exactly by inverting a formula such as
Eq. (2.26) to obtain dew-point temperature as a function of vapor pressure, i.e.

Td = T ∗

1 − A−1 ln e/es(T ∗)
. (2.29)

The specification of a dew point is most useful in problems of dew formation which
occurs when the temperature of a surface is below the dew-point temperature of the
ambient air.

2.1.7.3 Saturation Vapor Pressure Deficit

The saturation vapor pressure deficit of an air sample (sometimes “vapor pressure
deficit, vpd” or just “saturation deficit” for short) is the difference between the saturation
vapor pressure and the actual vapor pressure i.e. es(T ) − e. In ecological problems,
vpd is often regarded as a measure of the “drying power” of air, because it plays an
important part in determining the relative rates of growth and transpiration in plants.
In micrometeorology, the vertical gradient of saturation deficit is a measure of the lack
of equilibrium between a wet surface and the air passing over it (Chapter 13.4.5).
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2.1.7.4 Mixing Ratio

The mixing ratio (w) of water vapor in a volume of air is defined as the ratio of the mass
of water vapor to the mass of dry air in the volume. In the atmosphere, the magnitude of
w is typically a few grams per kilogram in middle latitudes, but may reach 20 g kg−1 in
humid environments. When neither evaporation nor condensation occurs, the mixing
ratio is a conservative quantity.

2.1.7.5 Specific and Absolute Humidity

Specific humidity (q) is the mass of water vapor per unit mass of moist air and is useful
in problems of vapor transport in the lower atmosphere because it is independent of
temperature (but see p. 313). It is closely related to absolute humidity (χ ), also called
vapor density which is the mass of water vapor per unit volume of moist air. If the
density of the moist air is ρ, χ = ρq. Figure 2.1 shows the relation between saturation
vapor pressure, absolute humidity, and temperature.

Both absolute and specific humidity can be expressed as functions of total air pres-
sure p and vapor pressure e. For the vapor component only, Eq. (2.3) can be written in
the form

e = χ(R/Mw)T

so that with Mw = 18 g mol−1,

χ (g m−3) = Mwe

RT
= 2165e (kPa)

T (K)
. (2.30)

Figure 2.1 Relation between saturation vapor pressure, absolute humidity, and temperature.
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Similarly, the dry air component has a pressure p − e and therefore has a density of

ρA = MA(p − e)/RT,

where the molecular weight of air is MA = 29 g mol−1.
The density of the moist air is the sum of the density of its components, i.e.

ρ = {Mwe + MA(p − e)}/RT (2.31)

and the specific humidity is therefore

q = χ/ρ = εe

(p − e)+ εe
≈ εe

p
, (2.32)

where ε = Mw/MA = 0.622. The approximation is usually valid in microclimatic
problems because e is two orders of magnitude smaller than p.

2.1.7.6 Virtual Temperature

The density of dry air with the same temperature and pressure as moist air is given by

ρ′ = pMA/RT (2.33)

and substitution in Eq. (2.31) gives the density of moist air as

ρ = ρ′{1 − e(1 − ε)/p}. (2.34)

Moist air is therefore less dense than dry air at the same temperature and is relatively
buoyant. In problems involving the transfer of heat as a consequence of buoyancy (see
Chapter 11), it is convenient to express the difference in density produced by water
vapor in terms of a virtual temperature at which dry air would have the same density
as a sample of moist air at an actual temperature T . Combination of Eqs. (2.31) and
(2.33) gives the virtual temperature as

TV = T /{1 − (1 − ε) e/p} ≈ T (1 + (1 − ε) e/p), (2.35)

where the approximation is valid when e is much smaller than p.

2.1.7.7 Relative Humidity

The relative humidity of moist air (h) is defined as the ratio of its actual vapor pressure to
the saturation vapor pressure at the same temperature, i.e. h = e/es(T ). Although this
quantity is frequently quoted in climatic statistics, and is widely regarded as a measure
of the drying power of air (like saturation deficit), its fundamental significance lies in
the specification of thermodynamic equilibrium between liquid water and water vapor,
discussed in Section 2.2.2.



16 Principles of Environmental Physics

Figure 2.2 Relation between dew-point temperature, saturation vapor pressure deficit, and rel-
ative humidity of an air sample.

2.1.7.8 Wet-Bulb Temperature

An unsaturated parcel of air containing a small quantity of liquid water can be saturated
adiabatically if all the energy used for evaporation is obtained by cooling the air. The
minimum temperature achieved in an ideal process of this kind is called the thermody-
namic wet-bulb temperature because it is closely related to the observed temperature of
a thermometer covered with a wet sleeve. The derivation of the wet-bulb temperature
and discussion of its environmental significance are deferred to Chapter 13.

2.1.7.9 Summary of Methods for Specifying Water Vapor Amount

To review several methods of specifying the amount of water vapor in air, Figure 2.2
contains a point X representing a sample of air with temperature T and vapor pressure e.
The change of saturation vapor pressure with temperature is given by the exponential
curve SS′. Dew-point temperature Td is given by the point Z at which the curve intersects
a line of constant vapor pressure through X and saturation vapor pressure es(T ) is given
by the intersection of the curve with a vertical line through X meeting the temperature
axis at W. Saturation vapor pressure deficit es(T ) − e is YW−XW = YX and relative
humidity is XW/YW.

2.1.8 Other Gases

Although water vapor plays a major role in the energy balance and suvival of living
organisms, several trace gases in the atmosphere interact also with organisms and soil.
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The concentration of many of these gases has increased as a result of human activity,
and in the past few decades, several trace gases have achieved prominence: gases asso-
ciated with the sulfur and nitrogen biogeochemical cycles because of their contributions
to acidic deposition and aerosol formation; tropospheric ozone because it affects plant
growth, human health, visibility, and climate; carbon dioxide because of its roles in
the carbon cycle and as a greenhouse gas modifying climate; and other greenhouse
gases such as methane and nitrous oxide because of their likely contribution to global
warming. Developments in remote sensing technology now allow many trace gas con-
centrations in the atmosphere to be measured from satellites (Burrows et al., 2011).

Acidic deposition results principally from emissions of sulfur dioxide (SO2) and
nitrogen oxides (NOx). These gases are removed relatively rapidly from the atmo-
sphere (lifetimes of hours to days) either by deposition to the surface or by conversion
to aerosols. Consequently, acid deposition tends to be a regional problem (Colls, 1997).
Tropospheric ozone (O3) is another shortlived photochemical pollutant formed in the
atmosphere during complex chemical reactions between motor vehicle and other emis-
sions in combination with sunlight. Important human-related sources of carbon dioxide
(CO2), methane (CH4), and nitrous oxide (N2O) are fossil fuel combustion, rice and
animal production, and fertilizer use, respectively.

2.1.8.1 Specifying Trace Gas Concentrations

Both gravimetric units (e.g. g m−3) and volumetric units (e.g. parts per billion by vol-
ume, ppb) are used to describe trace gas concentrations. Conversion between the two
uses principles described earlier. For example, carbon dioxide (CO2) has a molecu-
lar weight of 44 g mol−1. One mol occupies 0.0224 m3 at STP, so that the density of
pure CO2 is 44/0.0224 = 1965 g m−3 at STP. Consequently, since volumetric con-
centration of the pure gas is, by definition, 106 ppm,

1 ppm CO2 = 1.97 mg m−3. (2.36)

Gravimetric concentrations at other pressures and temperatures can then be found
using the gas law, Eq. (2.7) in the form

P1V1

T1
= P2V2

T2
.

Table 2.2 summarizes information about past and recent concentrations of some
important greenhouse gases. The table also shows the increased radiative forcing (the
perturbation of the earth’s energy balance; see Chapter 5) attributed to the increase in

Table 2.2 Concentrations (ppm, ppb in 2005), Trends (% Change 1995–2005), and Radiative

Forcing (W m−2) of some important Greenhouse Gases (from IPCC, 2007)
Species Formula Concentration

(in 2005)
Trend (%/year
1995–2005)

Radiative forcing
(W m−2)

Carbon dioxide CO2 379 ppm +1.9 1.7
Methane CH4 1774 ppb Decreasing 0.48
Nitrous oxide N2O 319 ppb +0.3 0.16
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Figure 2.3 The increase in atmospheric concentration of CO2 measured at Mauna Loa, Hawaii
since 1958. Data are the mole fraction of CO2 in dry air (data from CDIAC, courtesy of
Dr. Pieter Tans, NOAA/ESRL and Dr. Ralph Keeling, Scripps Institution of Oceanography).

each gas since pre-industrial times. Figure 2.3 illustrates the increase in atmospheric
concentration of CO2 since 1958 at a remote site (Mauna Loa, Hawaii); the monthly
mean concentration at Mauna Loa is likely to exceed 400 ppm by the time this 4th
edition of Principles of Environmental Physics is published—an increase of more than
70 ppm since the first edition in 1973.

The average rate of increase in the concentration of CO2 (Figure 2.4) varies primarily
with factors that control the strength of the CO2 sources and sinks on land and in the
oceans, for example volcanic eruptions and El Nino episodes. At the present rate of
increase, the concentration will exceed twice the pre-industrial value (about 280 ppm)
before the end of the 21st century. Other greenhouse gases are also increasing steadily.
It is widely accepted that such increases, a consequence of human activity, have been
responsible for much of the observed global warming over the past 250 years (IPCC,
2007).

2.2 Liquid

2.2.1 Water Content and Potential

In environmental physics, the rate of evaporation of water from the tissue of plants
and animals, and from soil surfaces, is paramount for the energy balance and for
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Figure 2.4 The annual rate of increase of CO2 measured at Mauna Loa, Hawaii since 1958
(data from CDIAC, courtesy of Dr. Pieter Tans, NOAA/ESRL and Dr. Ralph Keeling, Scripps
Institution of Oceanography).

physiological responses of organisms. This section describes the variables that deter-
mine the state of liquid water in organisms and soil, and the physical principles relating
liquid-phase water to the vapor phase. Campbell and Norman (1998) give a more com-
plete treatment.

Two variables are used to define the state of water in a system: water content and
water potential. The water content can be expressed as the ratio of the volume of water
in a substance to its total volume (volumetric water content θ), or as the ratio of the
mass of water to the dry mass of the substance (mass water content w).

Water potential is a concept recognizing that water in living tissue or soil may be
bound to the material, diluted by solutes, and under pressure or tension. Consequently
its energy state may be different from that of pure unconfined water. Water potential is
the potential energy of water per unit of the substance (i.e. per mole, kilogram, etc.).
The water potential of pure unconfined water is defined as zero. Gradients of water
potential are the driving forces for liquid movement in biological systems.

The units of the most fundamental expression of potential, water potential per unit
mass, are J kg−1. However, since water is almost incompressible at pressures encoun-
tered in environmental physics, its density is independent of potential. Hence there is
direct proportionality between water potential per unit mass and water potential per
unit volume. The units of the latter expression are pressure (J m−3 or N m−2), and are
given the SI name pascals. Historically, water potential in biological systems has been
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expressed in pressure units. Numerically, taking the density of water as 103 kg m−3, it
follows that 1 J kg−1 = 1 J (10−3 m3)−1 = 103 J m−3 = 1 kPa.

The total water potential ψ in a material can be expressed as the sum of several
components

ψ = ψg + ψm + ψp + ψo, (2.37)

where the subscripts g, m, p, and o stand for gravitational, matric, pressure, and osmotic
potential, respectively.

Gravitational potential is the potential energy of water as a result of its position,
e.g.

ψg = gh, (2.38)

where h is the height above or below a reference level (positive above the level). For
example, water in tissue at the top of a tall tree would have a larger gravitational
potential than water at the surface.

Matric potential is a consequence of the binding of water to materials such as soil
particles, cellulose, and proteins, and the enclosure of water in capillaries or other fine
pores; both mechanisms reduce the potential energy below that of free water. For simple
pores, such as capillaries, the reduction in potential energy is inversely proportional
to pore diameter. The relationship between the matric potential in a substance and the
water content is called the moisture characteristic, and can often be described by an
empirical equation of the form

ψm = aw−b, (2.39)

where a and b are empirical constants and w is the water content. Matric potential is
always negative or zero.

Pressure potential arises from hydrostatic pressure, such as the turgor pressure
in plant cells or the blood pressure in animals. Pressure potential can be positive or
negative.

Osmotic potential occurs when solutes are dissolved in water and constrained by a
semipermeable membrane, e.g. in plant or animal cells. For a perfect semipermeable
membrane, ψo is given by

ψo = −CφνRT, (2.40)

where C is the solute concentration (mol kg−1), φ is the osmotic coefficient (unity for
an ideal solute, and usually within 10% of unity for solutions encountered in biological
systems and their environments), ν is the number of ions per mole (e.g. 2 for sodium
chloride, 1 for sucrose), R is the molar Gas Constant, and T is the temperature (K).

When soils are saturated with pure water, their total water potential is near zero, but
they quickly drain by gravity to potentials between −30 and −10 kPa, reaching a water
content called field capacity. As water is lost from soils by plant uptake and evaporation,
soil water potential decreases to a point where roots cannot extract further water (i.e. the
root water potential cannot drop below the soil water potential). Typically, this occurs
whenψ � −1500 kPa; the corresponding water content is called the permanent wilting
point.



Properties of Gases and Liquids 21

The osmotic potential in cells of plant leaves typically has potentials between
−500 and −7000 kPa, with most mesophytic plants operating in the range −1000
to −2000 kPa. During the day, if plants are transpiring rapidly, the pressure potential
(turgor) in leaf cells is close to zero, so Eq. (2.37) shows that leaf water potential is
close to osmotic potential. At night, when transpiration rates are very slow, the water
potential of leaves approaches that of the soil, close to zero if the soil is wet. For com-
parison, the osmotic potentials of blood and other bodily fluids in mammals are usually
in the range −200 to −700 kPa.

2.2.2 Liquid-Air Interfaces

For a plane surface of pure water, equilibrium is established when the air above it
is saturated, so that the relative humidity of air at the interface is unity (100%). But
when water contains dissolved salts (as in plant cells) or is held by capillary and
absorptive forces in a porous medium (such as soil), the water potential is negative and
the equilibrium relative humidity over the water surface is less than unity.

To take a homely example, samples of cake or cornflakes contain water in equilibrium
with a unique relative humidity h. If a sample is exposed to air with a higher value of
h it will absorb water, but it will lose water to air with a lower value of h. Because
cornflakes have much smaller pores than cakes, their equilibrium relative humidity
is lower. The relative humidity of air in most kitchens is intermediate between the
equilibrium value for cornflakes and cakes, so cornflakes left in an open box usually
absorb water, becoming soft, whereas cakes lose water, becoming crisp.

The physics of drying and wetting in soils and other porous materials depends on
the water potential or “free energy” of water in the sample, which may be treated as
the amount of work needed to move unit mass of water from its particular environment
to a pool of pure water at atmospheric pressure and at the same temperature. The
relation between water potential and relative humidity is more useful than this abstract
definition. To fix ideas, consider a salt solution at equilibrium in a closed, isothermal
container, above which is air with a vapor pressure e < es(T ). The energy needed to
change unit mass of water from its liquid state to saturated vapor is simply the latent
heat of vaporization, already evaluated in terms of expansion from an initial pressure e0
to es(T ) in Eq. (2.22). Because the system is closed (an essential point), further work
is needed to expand the vapor from its volume at es(T ) to its larger volume at e. By
use of the method in Eq. (2.22) again, this energy is

E = (
RT /Mw

)
ln {es(T )/e}. (2.41)

This expression gives the work, in addition to latent heat, needed to change liquid
water from a state of equilibrium with air at es(T ) to vapor at a pressure e where e/es(T )
is the relative humidity h. In other words, the water behaves as if it had a negative water
potential of

−E = (
RT /Mw

)
ln h. (2.42)

Table 2.3 illustrates the range of water potentials and equilibrium relative humidities
for a number of solutions and common substances.
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Table 2.3 Equilibrium Relative Humidity (at 20 ◦C) and Water Potential of some common
solutions and substances

Relative humidity (%) Free energy (MPa)
Plant cellular fluid 100–98 0 to −3
Ocean water 98 −3
Fresh salami 80 −30
Saturated NaCl 75 −39
Crisp cornflakes 20 −218
Saturated LiCl·H2O 11 −299

The argument used in Eq. (2.42) to establish E as a function of h is not valid in
an open system where pure water evaporates into unsaturated air, because all parts
of the system are exposed to the same pressure—atmospheric. The energy needed to
evaporate unit mass of water in an open system is simply the latent heat of vaporization
and is not augmented by a “gas expansion” term as physiologists believed for many
years (Monteith, 1972). For similar reasons, the rate at which water evaporates depends
on the difference between the saturation vapor pressure at the appropriate temperature
and the vapor pressure of air moving over the water. The rate is not a direct function
of the corresponding difference in free energy (Monteith and Campbell, 1980).

2.3 Stable Isotopes

Many elements occur in forms that differ in atomic mass because they possess extra
neutrons in their nuclei, but have nearly identical chemical activities. Isotopes that do
not decay radioactively are known as stable isotopes. The stable isotopes of carbon,
hydrogen, and oxygen provide important ways for tracking the past history of water
vapor and carbon dioxide in the environment and identifying sources and sinks of these
gases. Table 2.4 shows the percentage abundance of each isotope of carbon, hydrogen,
and oxygen.

Because the ratios of the heavier to the lighter forms of stable isotopes (abundance
ratios) are so small, isotopic compostion is usually expressed as deviations (δ) in parts
per thousand (‰) from the abundance ratio in a standard. For example, for 13C, the
deviation is given by

δ13C‰ =
{[
(13C/12C)sample/(

13C/12C)standard

]
− 1

}
× 1000. (2.43)

The reference standard for carbon is a carbonate rock with a 13C/12C ratio of 0.01124.

Table 2.4 Abundance (in Percent) of Stable Isotopes of Carbon, Oxygen, and Hydrogen
Carbon Oxygen Hydrogen

12C 98.89 16O 99.763 H 99.9844
13C 1.11 17O 0.0375 D 0.0156

18O 0.1995



Properties of Gases and Liquids 23

Reactions that depend on the kinetic energy of molecules, such as diffusion, and
biochemical reactions such as photosynthesis, discriminate against the heavier isotopes,
resulting in small differences in concentrations of the stable isotope relative to the
standard isotope of an element that has taken part in a discriminatory process. For
example, the source of most water vapor in the atmosphere is tropical oceans. Water
molecules contain stable isotopes of hydrogen (deuterium, D) and oxygen (18O). The
heavier isotopes of water evaporate less rapidly than the lighter, so water vapor in
the atmosphere has a negative δ18O and δD with respect to sea water (the standard).
As water vapor cools, e.g. by moving to higher latitudes or by ascent, rain or snow
forms by condensation. The process of condensation discriminates in favor of the
heavier isotopes, leaving the lighter isotopes in the vapor. Consequently, as water vapor
is transported to cooler regions, and some of the heavier isotopes are preferentially
removed by precipitation, its isotopic signatures become steadily lighter; there is thus
a good correlation between both δ18O and δD in precipitation and the ambient air
temperature. This correlation has been used to infer air temperatures in the past from
the analysis of δ18O and δD in ice cores (IPCC, 2007). Similarly, precipitation that
falls in the winter months has a more negative δD than summer rain. Since winter
rain is largely responsible for replenishing groundwater in semi-arid environments, it
is possible to determine whether plants are using deep groundwater or recent rainfall
by measuring δD in transpired water (Dawson, 1993). Further examples of isotopic
discrimination in the water and carbon cycles are given in Waring and Running (1998).

2.4 Problems

1. Using Eq. (2.8), construct a graph to show how atmospheric pressure decreases with
height above the earth’s surface from 0 to 5 km.

2. Using Eq. (2.16), construct a graph of atmospheric temperature in an atmosphere
with neutral stability as a function of height above the earth’s surface to a height of
1 km. In the real world, what factors might distort this graph?

3. Why does the saturation vapor pressure of a series of gases at the same temperature
decrease as their molecular weight increases? Illustrate this dependence graphically.

4. Using Eq. (2.26 or 2.27), plot graphs to demonstrate:

a. how saturation vapor pressure depends on temperature between 0 and 40 ◦C,
b. how relative humidity depends on temperature between 10 and 30 ◦C when

vapor pressure is fixed at 1.0, 1.5, or 2.0 kPa.

5. Use Eq. (2.26 or 2.27) to plot the dependence of dew-point temperature on relative
humidity in the range 10–100%.

6. What would the Dry Adiabatic Lapse Rate be on a planet with an atmosphere similar
to that on earth in terms of chemical composition but with a molecular weight of
only 10 g mol−1?



3 Transport of Heat, Mass,
and Momentum

The last chapter was concerned primarily with ways of specifying the state of the
atmosphere in terms of properties such as pressure, temperature, and gas concentration.
To continue this introduction to some of the major concepts and principles on which
environmental physics depends, we now consider how the transport of entities such
as heat, mass, and momentum is determined by the state of the atmosphere and the
corresponding state of the surface involved in the exchange, whether soil, vegetation,
the coat of an animal, or the integument of an insect or seed.

3.1 General Transfer Equation

A simple general equation can be derived for transport within a gas by “carriers,” which
may be molecules or particles or eddies, capable of transporting units of a property P
such as heat, water vapor, or a gas. Even when the carriers are moving randomly, net
transport may occur in any direction provided that the concentration of P decreases
with distance in that direction. The carrier can then “unload” its excess of P at a point
where the local value is less than at the starting point.

To evaluate the net flow of P in one dimension, consider a volume of gas with unit
horizontal cross-section and a vertical height l assumed to be the mean distance for
unloading a property of the carrier (Figure 3.1). Over the plane defining the base of the
volume, P has a uniform value P(0), and if the vertical gradient (change with height) of
P is dP/dz, the value at height l will be P(0)+ l dP/dz. Carriers which originate from
a height l will therefore have a load corresponding to P(0)+ l dP/dz, and if they move
a distance l vertically downwards to the plane where the standard load corresponds to
P(0), they will be able to unload an excess of l dP/dz.

To find the rate of transport equivalent to this excess, assume that n carriers per unit
volume move with a random root mean square velocity v so that the number moving
toward one face of a cube at any instant is nv/6 per unit area. The downward flux of P
(quantity per unit area and per unit time) is therefore given by (nvl/6)dP/dz. However,
there is a corresponding upward flux of carriers reaching the same plane from below
after setting off with a load given by P(0)− l dP/dz. Mathematically, the upward flow
of a deficit is equivalent to the downward flow of an excess, so the net downward flux
of P is

F = (nvl/3) dP/dz. (3.1)

Principles of Environmental Physics, Fourth Edition. http://dx.doi.org/10.1016/B978-0-12-386910-4.00003-2
© 2013 Elsevier Ltd. All rights reserved.
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Figure 3.1 Volume of air with unit cross-section and height l containing n carriers per unit
volume moving with random velocity v (see text).

For the application of Eq. (3.1) to the transport of entities by molecular movement,
the mean velocity in the z direction, w, is often related to the root mean square molecular
velocity v by assuming that, at any instant, one-third of the molecules in the system
are moving in the z direction so that w = v/3.

On the other hand, micrometeorologists studying transfer by turbulent eddies are
concerned with a form of Eq. (3.1) in which P is replaced by the amount of an entity
per unit mass of air (the specific concentration, q) rather than per unit volume (since
the latter depends on temperature); the two quantities are related by n P = ρq, where
ρ is air density. The flux equation therefore becomes

F = −ρwl (dq̄/dz). (3.2)

The minus sign is needed to indicate that the flux is downwards if q increases upwards;
averaging bars are a reminder that both w and q fluctuate over a wide range of time
scales as a consequence of turbulence. In this context, the quantity l is known as the
“mixing length” for turbulent transport.

It is also possible to write the instantaneous values of q and w as the sum of mean
values q̄ or w̄ and corresponding deviations from the mean q ′ and w′. The net flux
across a plane then becomes

(ρw̄ + ρw′)(q̄ + q ′) = ρw′q ′, (3.3)
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where q̄ ′ and w̄′ are zero by definition and w̄ is assumed to be zero near the ground when
averaging is performed over a period long compared with the lifetime of the largest
eddy (say 10 min). This relation provides the “eddy covariance” method of measuring
vertical fluxes discussed in Chapter 16.

3.2 Molecular Transfer Processes

According to Eq. (2.1), the mean square velocity of molecular motion in an ideal

gas is v2 = 3p/ρ. Substituting p = 105 N m−2 and ρ = 1.29 kg m−3 for air at STP
gives the root mean square velocity as (v2)1/2 = 480 m s−1, and the kinetic theory of
gases may be used to show that the mean free path (the average distance a molecule
travels between collisions) is 63 nm. Molecular motion in air is therefore extremely
rapid over the whole range of temperatures found in nature, and collisions are frequent.
This motion is responsible for a number of processes fundamental to micrometeorology:
the transfer of momentum in moving air responsible for the phenomenon of viscosity;
the transfer of heat by the process of conduction; and the transfer of mass by the
diffusion of water vapor, carbon dioxide, and other gases. Because all three forms of
transfer are a direct consequence of molecular agitation, they are described by similar
relationships which will be considered for the simplest possible case of diffusion in
one dimension only.

3.2.1 Momentum and Viscosity

When a stream of air flows over a solid surface, its velocity increases with distance
from the surface. For a simple discussion of viscosity, the velocity gradient du/dz will
be assumed linear as shown in Figure 3.2. (A more realistic velocity profile will be con-
sidered in Chapter 7.) Provided the air is isothermal, the velocity of molecular agitation
will be the same at all distances from the surface but the horizontal component of bulk
velocity in the x direction increases with vertical distance z. As a direct consequence
of molecular agitation, there is a constant interchange of molecules between adjacent
horizontal layers with a corresponding vertical exchange of horizontal momentum.

The horizontal momentum of a molecule attributable to bulk motion of the gas as
distinct from random motion is mu, so from Eq. (3.1) the rate of transfer of momentum,
otherwise known as the shearing stress, can be written

τ = (nvl/3) d (mu)/dz = (vl/3) d (ρu)/dz, (3.4)

as the density of the gas is ρ = mn. This is formally identical to the empirical equation
defining the kinematic viscosity ν of a gas, viz.

τ = νd(ρu)/dz, (3.5)

showing that ν is a function of molecular velocity and mean free path. Where the change
of ρ with distance is small, it is more convenient to write

τ = μdu/dz, (3.6)
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Figure 3.2 Transfer of momentum from moving air (moving left to right) to a stationary surface,
showing related forces.

where μ = ρ̄ν is the coefficient of dynamic viscosity and ρ̄ is a mean density. By
convention, the flux of momentum is taken as positive when it is directed toward a
surface and it therefore has the same sign as the velocity gradient (see Figure 3.2).

The momentum transferred layer by layer through the gas is finally absorbed by
the surface which therefore experiences a frictional force acting in the direction of the
flow. The reaction to this force required by Newton’s Third Law is the frictional drag
exerted on the gas by the surface in a direction opposite to the flow.

3.2.2 Heat and Thermal Conductivity

The conduction of heat in still air is analogous to the transfer of momentum. In
Figure 3.3, a layer of warm air makes contact with a cooler surface. The velocity
of molecules therefore increases with distance from the surface and the exchange of
molecules between adjacent layers of air is responsible for a net transfer of molecular
energy and hence of heat. The rate of transfer of heat is proportional to the gradient of
heat content per unit volume of the air and may therefore be written

C = −κd(ρcpT )/dz, (3.7)

where κ , the thermal diffusivity of air, has the same dimensions (L2 T−1) as the kine-
matic viscosity and ρcp is the heat content per unit volume of air. As in the treatment of
momentum, it is convenient to assume that ρ has a constant value of ρ̄ over the distance
considered and to define a thermal conductivity as k = ρ̄cpκ so that

C = −k dT /dz (3.8)

identical to the equation for the conduction of heat in solids.
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Figure 3.3 Transfer of heat from still, warm air to a cool surface.

In contrast to the convention for momentum, C is conventionally taken as positive
when the flux of heat is away from the surface in which case dT /dz is negative. The
equation therefore contains a minus sign.

3.2.3 Mass Transfer and Diffusivity

In the presence of a gradient of gas concentration, molecular agitation is responsible
for a transfer of mass, generally referred to as “diffusion” although this word can also
be applied to momentum and heat. In Figure 3.4, a layer of still air containing water
vapor makes contact with a hygroscopic surface where water is absorbed. The number
of molecules of vapor per unit volume increases with distance from the surface and
the exchange of molecules between adjacent layers produces a net movement toward
the surface. The transfer of molecules expressed as a mass flux per unit area (E) is
proportional to the gradient of concentration and the transport equation analogous to
Eqs. (3.6) and (3.8) is

E = −D dχ/dz = −Dd(ρq)/dz = −ρ̄D dq/dz, (3.9)

where ρ̄ is an appropriate mean density, D (dimensions L2 T−1) is the molecular
diffusion coefficient for water vapor, and q is the specific humidity. The sign convention
in this equation is the same as for heat.

3.3 Diffusion Coefficients

Because the same process of molecular agitation is responsible for all three types of
transfer, the diffusion coefficients for momentum, heat, water vapor, and other gases
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Figure 3.4 Transfer of vapor from humid air to an absorbing surface.

are similar in size and in their dependence on temperature. Values of the coefficients
at different temperatures calculated from the Chapman-Eskog kinetic theory of gases
agree well with measurements and are given in the Appendix, Table A.3. The temper-
ature and pressure dependence of the diffusion coefficients is usually expressed by a
power law, e.g.

D(T )/D(0) = {T /T (0)}n{P(0)/P}, (3.10)

where D(0) is the coefficient at base temperature and pressure T (0) (K) and P(0)

respectively, and n is an index between 1.5 and 2.0. Within the limited range of tem-
peratures relevant to environmental physics, say −10 to 50 ◦C, a simple temperature
coefficient of 0.007 is accurate enough for practical purposes, i.e.

D(T )/D(0) = κ(T )/κ(0) = ν(T )/ν(0) = (1 + 0.007T ),

where T is the temperature in ◦C and the coefficients in units of m2 s−1 are

ν(0) = 13.3 × 10−6 (momentum),

κ(0) = 18.9 × 10−6 (heat),

D(0) = 21.2 × 10−6 (water vapor)

= 12.9 × 10−6 (carbon dioxide).

Graham’s Law states that the diffusion coefficients of gases are inversely propor-
tional to the square roots of their densities, i.e. D ∝ (M)−0.5 since density is propor-
tional to molecular weight. Consequently, the diffusion coefficient Dx for an unknown
gas of molecular weight Mx can be estimated from values for a known gas (Dy, My)
using the relation Dx = Dy(My/Mx )

0.5.
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3.3.1 Resistances to Transfer

Equations (3.5)–(3.7) have the same form

flux = diffusion coefficient × gradient,

which is a general statement of Fick’s Law of Diffusion. This law can be applied to
problems in which diffusion is a one-, two-, or three-dimensional process but only one-
dimensional cases will be considered here. Because the gradient of a quantity at a point
is often difficult to estimate accurately, Fick’s law is generally applied in an integrated
form. The integration is very straightforward in cases where the (one-dimensional) flux
can be treated as constant in the direction specified by the coordinate z, e.g. at right
angles to a surface. Then the integration of (3.9) for example gives

E = −
∫ z2

z1
d(ρq)∫ z2

z1
dz/D

= ρq(z1) − ρq(z2)∫ z2
z1

dz/D
, (3.11)

where ρq(z1) and ρq(z2) are concentrations of water vapor at distances z1 and z2 from
a surface absorbing or releasing water vapor at a rate E. Usually ρq(z1) is taken as the
concentration at the surface so that z1 = 0.

Equation (3.11) and similar equations derived by integrating Eqs. (3.6) and (3.8) are
analogous to Ohm’s Law in electrical circuits, i.e.

current through resistance = potential difference across resistance

resistance
.

Equivalent expressions for diffusion can be written as:

rate of transfer of entity = potential difference

resistance
,

i.e.

rate of momentum transfer τ = ρu/

∫
dz/ν, (3.12a)

rate of heat transfer C = −ρcpT /

∫
dz/κ, (3.12b)

rate of mass transfer E = −ρq/

∫
dz/D. (3.12c)

The definition of resistance r to mass transfer is therefore

r =
∫

dz/D (3.13)

and similar equations define resistances to heat and momentum transfer.
Diffusion coefficients have dimensions of (length)2 × (time) so the corresponding

resistances have dimensions of (time)/(length) or 1/(velocity). In a system where rates
of diffusion are governed purely by molecular processes, the coefficients can usually be
assumed independent of z so that

∫ z2
z1

dz/D, for example, becomes simply (z2 − z1)/D
or (diffusion pathlength)/(diffusion coefficient).
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Example 3.1. What is the resistance to water vapor diffusion by molecular agi-
tation for a pathlength of 1 mm of air at 20 ◦C and 101.3 kPa?

Solution: The molecular diffusion coefficient of water vapor in air for the specified
temperature and pressure is given in Appendix A.3, and is 24.9 × 10−6 m2 s−1.
Consequently the resistance for a pathlength of 1 mm (1 × 10−3 m) is 1 ×
10−3/24.9 × 10−6 = 40 s m−1.

It is often convenient to treat the process of diffusion in laminar boundary layers
(layers where transfer is only by molecular motion) in terms of resistances, and in the
remainder of this book the following symbols are used:

rM resistance for momentum transfer at the surface of a body
rH resistance for convective heat transfer
rV resistance for water vapor transfer
rC resistance for CO2 transfer

The concept of resistance is not limited to molecular diffusion but is applicable
to any system in which fluxes are uniquely related to gradients. In the atmosphere,
where turbulence is the dominant mechanism of diffusion, diffusion coefficients are
several orders of magnitude larger than the corresponding molecular values and increase
with height above the ground (Chapter 16). Diffusion resistances for momentum, heat,
water vapor and carbon dioxide in the atmosphere will be distinguished by the sym-
bols raM, raH, raV, and raC; the definitions and measurement of these resistances are
discussed in Chapters 16 and 17. The concept of resistances applied to atmospheric
transfer was initially developed in a report on data collected at the University of Cali-
fornia, Davis (Monteith, 1963a).

In studies of the deposition of radioactive material and pollutant gases from the
atmosphere to the surface, the rate of transfer is sometimes expressed as a deposition
velocity, which is the reciprocal of a diffusion resistance. In this case, the surface
concentration is often assumed to be zero and the deposition velocity is found by
dividing the rate of deposition of the material by its concentration at an arbitrary height.

Plant physiologists also frequently use the reciprocal of resistance (in this context
termed conductance) to describe transfer between leaves and the atmosphere, arguing
that the direct proportionality between flux and conductance is a more intuitive concept
than the inverse relationship between flux and resistance. In this book we generally
prefer the resistance formulation because of its familiarity to physicists, particularly
when combinations of resistances in parallel and series must be calculated.

3.3.1.1 Alternative Units for Resistance and Conductance

Units of s m−1 for resistance and m s−1 for conductance are the result of expressing mass
fluxes as mass flux density (e.g. kg m−2 s−1) and driving potentials as concentrations
(e.g. kg m−3). The forms of the equations for momentum, heat, and mass transfer
(3.12) ensure that resistance units for these variables are also s m−1. A criticism of
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this convention is that, when resistance is defined as (diffusion pathlength)/(diffusion
coefficient), r is proportional to pressure P and inversely approximately proportional
to T 2 (see Eq. (3.10)). Thus, for example, analyzing the effects of altitude on fluxes can
be confusing. Alternative definitions of resistance units, less sensitive to temperature
and pressure, are sometimes used, particularly by plant physiologists, as follows.

Since biochemical reactions concern numbers of molecules reacting, rather than
the mass of substances, it is convenient to express fluxes in mole flux density, J (mol
m−2 s−1). Similarly, amount of the substance can be expressed as the mole fraction x ,
i.e. the number of moles of the substance as a fraction of the total number of moles in the
mixture (mol mol−1). Using the Gas Laws, it is readily shown that mass concentration
χ (kg m−3), or its equivalent ρq, is related to x by

χ = ρq = x P/RT,

so Eq. (3.9) may be written

J = x(z1) − x(z2)

RT
P

∫
dz/D

or, since x = p/P , where p is the partial pressure,

J = p(z1) − p(z2)

RT
∫

dz/D
.

The molar resistance rm (m2 s mol−1) is defined as

rm = RT

P

∫
dz

D
= RT

P
r (3.14)

demonstrating that rm is independent of pressure and less dependent on temperature
than r . Cowan (1977) pointed out that it is important to use partial pressure or mole
fraction to describe potentials that drive diffusion when systems are not isothermal.

At 20 ◦C and 101.3 kPa, the approximate conversion between resistance units is

rm(m2 s mol−1) = 0.024r (s m−1). (3.15)

3.4 Diffusion of Particles (Brownian Motion)

The random motion of particles suspended in a fluid or gas was first described by the
English botanist Brown in 1827, but it was nearly 80 years before Einstein used the
kinetic theory of gases to show that the motion was the result of multiple collisions
with the surrounding molecules. He found that the mean square displacement x2 of a
particle in time t is given by

x2 = 2Dt, (3.16)

where D is a diffusion coefficient (dimensions L2 T−1) for the particle, analogous to
the coefficient for gas molecules. The quantity D depends on the intensity of molecular
bombardment (a function of absolute temperature), and on the viscosity of the fluid, as
follows.
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Suppose that particles, each with mass m (kg), are dispersed in a container where
they neither stick to the walls nor coagulate. The Boltzmann statistical description
of concentration, derived from kinetic theory, requires that, as a consequence of the
earth’s gravitational field, the particle concentration n should decrease exponentially
with height z(m) according to the relation

n = n(0) exp (−mgz/kT ), (3.17)

where

n = n(0) at z = 0,

g = gravitational acceleration(m s−2),

T = absolute temperature (K),

k = Boltzmann’s constant (J K−1).

Across a horizontal area at height z within the container, the flux of particles upwards
by diffusion (cf. diffusion of gases) is:

F1 = −D
dn

dz
= n

Dmg

kT
(3.18)

from Eq. (3.17). Because all particles tend to move downwards in response to gravity,
there must be a downward flux through the area of

F2 = nVs,

where Vs is the “sedimentation velocity” (see Chapter 12).
Since the system is in equilibrium, F1 = F2 and so

D = kT Vs/mg. (3.19)

For spherical particles, radius r , obeying Stokes’ Law, the downward force mg due to
gravity is balanced by a drag force 6πρgνr Vs, where ρg is the gas density and ν is the
kinematic viscosity (see Chapter 9). Consequently

D = kT /6πρgνr . (3.20)

Thus D depends inversely on particle radius (see Appendix, Table A.6); its depen-
dence on temperature is dominated by the dependence of the kinematic viscosity ν on
temperature.

Equations (3.16) and (3.17) show that the root mean square displacement of a particle
by Brownian motion is proportional to T 0.5 and to r−0.5. Surprisingly, x̄2 does not
depend on the mass of the particle, an inference confirmed by experiment.

3.5 Problems

1. Calculate the resistance (in s m−1) for carbon dioxide diffusion in air over a path-
length of 1 mm, assuming air temperature is 20 ◦C and atmospheric pressure is
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101 kPa. Recalculate the resistance assuming that atmospheric pressure decreased
to 70 kPa (keeping temperature constant). Repeat the two calculations using molar
units.

2. Use the data in the Appendix Table A.6 to investigate how the diffusion coefficient
of particles depends on temperature.



4 Transport of Radiant Energy

4.1 The Origin and Nature of Radiation

Electromagnetic radiation is a form of energy derived from oscillating magnetic and
electrostatic fields and is capable of transmission through empty space where its velocity
is c = 3.0 × 108 m s−1. The frequency of oscillation ν is related to the wavelength λ
by the standard wave equation c = λν and the wave number 1/λ = ν/c is sometimes
used as an index of frequency.

The ability to emit and absorb radiation is an intrinsic property of solids, liquids, and
gases and is always associated with changes in the energy state of atoms and molecules.
Changes in the energy state of atomic electrons are associated with line spectra confined
to a specific frequency or set of frequencies. In molecules, the energy of radiation
is derived from the vibration and rotation of individual atoms within the molecular
structure. The principle of energy conservation is fundamental to the material origin of
radiation. The amount of radiant energy emitted by an individual atom or molecule is
equal to the decrease in the potential energy of its constituents.

4.1.1 Absorption and Emission of Radiation

All molecules possess a certain amount of “internal” energy (i.e. not associated with
their motion in the atmosphere). Most of the energy is associated with electrons orbiting
around the nucleus, but part is related to vibration of atoms in the molecular structure and
to rotation of the molecule. Quantum physics predicts that only certain electron orbits,
vibration frequencies, and rotation rates are allowed for a particular molecule, and each
combination of orbits, vibrations, and rotations corresponds to a particular amount of
energy associated with the three features. Molecules may make a transition to a higher
or lower energy level by absorbing or emitting electromagnetic radiation respectively.
Quantum theory allows only certain discrete changes in energy levels, which are the
same whether the energy is being absorbed or emitted. Since the energy associated
with a photon is related to its wavelength by E = hc/λ, where h is Planck’s constant,
it follows that molecules can interact only with certain wavelengths of radiation. Thus
the variation of absorption and emission of molecules with wavelength takes the form
of a line spectrum, consisting of a finite number of wavelengths where interaction is
allowed, interspaced by gaps where there is no interaction.
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Most absorption lines associated with orbital changes are in the X-ray, UV, and
visible spectrum. Vibrational changes are associated with absorption at infrared wave-
lengths, and rotational changes correspond to lines at even longer, microwave
wavelengths. Molecules such as CO2,H2O, and O3 have structures that allow vibration-
rotational transitions simultaneously, and these correspond to clusters of very closely
spaced lines in the infrared region. Molecules such as O2 do not interact this way, so
have only small numbers of absorption lines.

When large numbers of molecules are present in a gas, the width of their absorp-
tion and emission lines is greatly enhanced by broadening associated with random
molecular motions (Doppler broadening—depending on the square root of absolute
temperature) and with interactions during collisions (collision broadening—depending
on the frequency of collisions, which is proportional to gas pressure). Collision broad-
ening is most important for atmospheric molecules below about 30 km and results in
overlapping of lines in the clusters associated with vibration-rotational transitions in
CO2 and H2O, creating absorption bands in the infrared for these gases. Since pressure
decreases with increasing height, the absorptivity and emissivity of a gas distributed
in the lower atmosphere with a constant mixing ratio changes with height, making
calculations of radiative transfer complex.

4.1.2 Full or Black Body Radiation

Relations between radiation absorbed and emitted by matter were examined by
Kirchhoff. He defined the absorptivity of a surface α(λ) as the fraction of incident
radiation absorbed at a specific wavelength λ. The emissivity ε(λ) was defined as the
ratio of the actual radiation emitted at the wavelengthλ to a hypothetical amount of radi-
ant flux B(λ). By considering the thermal equilibrium of an object inside an enclosure
at a uniform temperature, he showed that α(λ) is always equal to ε(λ). For an object
completely absorbing radiation at wavelength λ, α(λ) = 1, ε(λ) = 1, and the emitted
radiation is B(λ). In the special case of an object with ε = 1 at all wavelengths, the
spectrum of emitted radiation is known as the “full” or black body spectrum. Within the
range of temperatures prevailing at the earth’s surface, nearly all the radiation emitted
by full radiators is confined to the waveband 3–100 µm, and most natural objects—
soil, vegetation, water—behave radiatively almost like full radiators in this restricted
region of the spectrum (but not in the visible spectrum). Even fresh snow, one of the
whitest surfaces in nature, emits radiation like a black body between 3 and 100 µm. The
statement “snow behaves like a black body” refers therefore to the radiation emitted
by a snow surface and not to solar radiation reflected by snow. The semantic confusion
inherent in the term “black body” can be avoided by referring to “full radiation” and
to a “full radiator.”

After Kirchhoff’s work was published in 1859, the emission of radiation by matter
was investigated by a number of experimental and theoretical physicists. By combining
a spectrometer with a sensitive thermopile, it was established that the spectral distri-
bution of radiation from a full radiator resembles the curve in Figure 4.1 in which the
chosen temperatures of 6000 and 300 K correspond approximately to the mean full
radiation temperatures of the sun and the earth’s surface. A theoretical explanation of
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Figure 4.1 Spectral distribution of radiant energy from a full radiator at a temperature of
(a) 6000 K, left-hand vertical and lower horizontal axis and (b) 300 K, right-hand vertical and
upper horizontal axis. Note that the scales on the left and right vertical axes differ by more
than six orders of magnitude. About 10% of the energy is emitted at wavelengths longer than
those shown in the diagram. If this tail were included, the total area under the curve would be
proportional to σT 4 (W m−2). λm is the wavelength at which the energy per unit wavelength is
maximal.

the distribution eluded physicists until Plank’s quantum hypothesis emerged (Section
4.1.5).

4.1.3 Wien’s Law

Wien deduced from thermodynamic principles that the energy emitted per unit wave-
length E(λ) should be a function of absolute temperature T and of λ such that

E(λ) = f (λT )/λ5. (4.1)

Deductions from this relation are:

1. That when spectra from full radiators at different temperatures are compared, the
wavelength λm at which E(λ) reaches a maximum should be inversely proportional
to T so that λmT is the same for all values of T . The value of this constant is
2897 µm K so, in Figure 4.1, λm = 0.48 µm for the solar spectrum (T = 6000 K)
and 9.7 µm for the terrestrial spectrum (T = 300 K).

2. That the value of E(λ) at λm is proportional to λ−5
m and therefore to T 5 because λm ∝

1/T . The ratio of E(λm) for solar and terrestrial radiation is therefore (6000/300)5 =
3.2 × 106, as is demonstrated on the left and right vertical axes of Figure 4.1.
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4.1.4 Stefan’s Law

Stefan and Boltzmann showed that the rate of energy emission from a full radiator,
integrated over all wavelengths, was proportional to the fourth power of its absolute
temperature: in symbols,

B = σT 4, (4.2)

where B (W m−2) is the radiant flux emitted by unit area of a plane surface into an
imaginary hemisphere surrounding it. The Stefan-Boltzmann constant σ is a funda-
mental constant that can be deduced from quantum theory and has the value 5.67 ×
10−8 W m−2 K−4. The spatial distribution of this flux is considered on p. 42.

As a generalization from Eq. (4.2), the radiation emitted from unit area of any plane
surface with an emissivity of ε(<1) can be written in the form

� = εσT n,

where n is a numerical index. For a “gray” surface whose emissivity is independent
of wavelength, n = 4. When radiation is emitted predominantly at wavelengths less
than λm, n exceeds 4 and conversely when the bulk of emitted radiation appears in a
waveband above λm, n is less than 4.

4.1.5 Planck’s Law

Prolonged attempts to establish the shape of the black-body spectrum (i.e. the function
f (λT ) in Eq. (4.1)) culminated in a theory developed by the German theoretical physi-
cist Max Planck who laid the foundation for much of modern physics by introducing
the quantum hypothesis. Planck found that the spectrum could not be predicted from
classical mechanics because classical principles imposed no restriction on the amount
of radiant energy which a molecule could emit. He postulated that energy was emitted
in discrete packets which he called “quanta” and that the energy of a single quantum
Eq was proportional to the frequency of the radiation, i.e.

Eq = hν = hc/λ, (4.3)

where h = 6.63 × 10−34 J s is Planck’s constant.
The formula derived by Planck on the basis of this hypothesis was

E(λ) = 2πhc2λ−5

exp{hc/(kλT )} − 1
, (4.4)

where k is the Boltzmann constant (see p. 6) and T is absolute temperature. The units
of E in Eq. (4.4) are energy per second per unit area of emitting surface per unit solid
angle per unit wavelength, i.e. W m−2 nm−1 sr−1 when the constants and variables
are expressed appropriately. A version of Eq. (4.4) appropriate for radiation from a
surface to a full hemisphere was used to calculate the data for the curves in Figure 4.1.
Differentiation of Eq. (4.4) with respect to λ gives the constant of Wien’s Law, and
integration reveals that the Stefan-Boltzmann constant is given by (2π5/15)k4c−2h−3.
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4.1.6 Quantum Unit

Equation (4.3) shows that the energy in a quantum of red light (λ = 660 nm) is about
3×10−19 J, and that of a quantum of blue light (400 nm) is about 5×10−19 J (Quanta
of light are also termed photons). Because the amount of energy in a single quantum is
inconveniently small, photochemists often refer to the energy in a mole of quanta (i.e.
Avogadro’s number, N = 6.02×1023). This number of quanta was originally called an
Einstein in recognition of Einstein’s contribution to the foundations of photochemical
theory. It is now usually called a mole. (Although the mole is formally defined as “an
amount of substance,” its application in this context suggests that it should be redefined
simply as “a number, namely, the number of molecules in 0.012 kg of carbon 12”.) A
photochemical reaction requiring one quantum per molecule of a compound therefore
requires one mole of quanta per mole of compound.

4.1.7 Radiative Exchange: Small Temperature Differences

Although the total radiation emitted by a full radiator is proportional to T 4, the exchange
of energy between radiators at temperatures T1 and T2 becomes nearly proportional to
(T2 − T1) when this difference is small, a common case in natural environments.

Writing (T2 − T1) = δT , the difference between full radiation at the two tempe-
ratures is

R = σ
{
(T1 + δT )4 − T 4

1

}
= σ

{
4T 3

1 δT + 6T 2
1 δT 2 + · · · }

≈ 4σT 3
1 δT {1 + 6δT /4T1}, (4.5)

where negligible terms in δT 3 and δT 4 are omitted. The value of R may therefore be
taken as 4σT 3

1 δT with an error given by −1.5 δT /T1. For T1 = 298 K (25 ◦C), the
error is only 0.005 or 0.5% per degree temperature difference, and the value of 4σT 3

1
is 6.0 W m−2 K−1, a useful approximation for estimating radiative exchange between
full radiators with similar temperatures.

By analogy with the equation already derived for heat transfer in gases, a notional
resistance to radiative transfer rR may be derived by writing

R = ρcpδT /rR, (4.6)

where the introduction of a volumetric specific heat allows rR to have the same
dimensions as resistances for momentum, heat, and mass transfer. From Eqs. (4.5)
and (4.6)

rR ≈ ρcp/(4σT 3), (4.7)

which has a value of almost exactly 300 s m−1 at 298 K.
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4.2 Spatial Relations

An amount of radiant energy emitted, transmitted, or received per unit time is known as
a radiant flux and in most problems of environmental physics, the watt is a convenient
unit of flux. The term radiant flux density means flux per unit area, usually quoted in
watts per m2. Irradiance is the radiant flux density incident on a surface and emittance
(or radiant excitance) is the radiant flux density emitted by a surface.

For a beam of parallel radiation, flux density is defined in terms of a plane at right
angles to the beam, but several additional terms are needed to describe the spatial
relationships of radiation dispersing in all directions from a point source or from a
radiating surface.

Figure 4.2a represents the flux dF emitted from a point source into a solid angle dω
where dF and dω are both very small quantities. The intensity of radiation I is defined
as the flux per unit solid angle or I = dF/dω. This quantity may be expressed in watts
per steradian.

Figure 4.2b illustrates the definition of a closely related quantity—radiance. An
element of surface with an area d S emits a flux dF in a direction specified by an
angleψ with respect to the normal. When the element is projected at right angles to the
direction of the flux, its projected area is d S cosψ which is the apparent or effective area
of the surface viewed from an angle ψ . The radiance of the element in this direction is
the flux emitted in the direction per unit solid angle, or dF/ω, divided by the projected
area d S cosψ . In other words, radiance is equivalent to the intensity of radiant flux
observed in a particular direction divided by the apparent area of the source in the same
direction. This quantity may be expressed in W m−2 sr−1.

The term “intensity” is often used colloquially as a synonym for flux density and is
also confused with radiance.

4.2.1 Cosine Law for Emission and Absorption

The concept of radiance is linked to an important law describing the spatial distribution
of radiation emitted by a full radiator which has a uniform surface temperature T . This
temperature determines the total flux of energy emitted by the surface (σT 4) and can
be estimated by measuring the radiance of the surface with a radiometer.

As the surface of a full radiator must appear to have the same temperature whatever
angleψ it is viewed from, the intensity of radiation emitted from a point on the surface
and the radiance of an element of surface must both be independent of ψ . On the other
hand, the flux per unit solid angle divided by the true area of the surface must be
proportional to cosψ .

Figure 4.3 makes this point diagrammatically. A radiometer R mounted vertically
above an extended horizontal surface XY “sees” an area d A and measures a flux which
is proportional to d A. When the surface is tilted through an angle ψ , the radiometer
now sees a larger surface d A/ cosψ , but provided the temperature of the surface stays
the same, its radiance will be constant and the flux recorded by the radiometer will
also be constant. It follows that the flux emitted per unit area (the emittance of the
surface) at an angle ψ must be proportional to cosψ so that the product of emittance
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Figure 4.2 (a) Geometry of radiation emitted by a point source. (b) Geometry of radiation
emitted by a surface element. In both diagrams a portion of a spherical surface receives radiation
at normal incidence, but when the distance between the source and the receiving surface is large,
it can be treated as a plane.

(∝ cosψ) and the area emitting to the instrument (∝1/ cosψ) stay the same for all
values of ψ .

This argument is the basis of Lambert’s Cosine Law which states that when radi-
ation is emitted by a full radiator at an angle ψ to the normal, the flux per unit solid
angle emitted by unit surface is proportional to cosψ . As a corollary to Lambert’s
Law, it can be shown by simple geometry that when a full radiator is exposed to a
beam of radiant energy at an angle ψ to the normal, the flux density of the absorbed
radiation is proportional to cosψ . In remote sensing it is often necessary to specify the
directions of both incident and reflected radiation, and reflectivity is then described as
“bi-directional.”



44 Principles of Environmental Physics

Figure 4.3 The amount of radiation received by a radiometer from the surface XY is
independent of the angle of emission, but the flux emitted per unit area is proportional to cosψ .

4.2.2 Reflection

The reflectivity of a surfaceρ(λ) is defined as the ratio of the incident flux to the reflected
flux at the same wavelength. Two extreme types of behavior can be distinguished. For
surfaces exhibiting specular or mirror-like reflection, a beam of radiation incident at
an angle ψ to the normal is reflected at the complementary angle (−ψ). On the other
hand, the radiation scattered by a perfectly diffuse reflector (also called a Lambertian
surface) is distributed in all directions according to the Cosine Law, i.e. the intensity
of the scattered radiation is independent of the angle of reflection but the flux scattered
from a specific area is proportional to cosψ .

The nature of reflection from the surface of an object depends in a complex way on
its electrical properties and on the structure of the surface. In general, specular reflection
assumes increasing importance as the angle of incidence increases, and surfaces acting
as specular reflectors absorb less radiation than diffuse reflectors made of the same
material.

Most natural surfaces act as diffuse reflectors when ψ is less than 60◦ or 70◦, but as
ψ approaches 90◦, a condition known as grazing incidence, the reflection from open
water, waxy leaves, and other smooth surfaces becomes dominantly specular and there
is a corresponding increase in reflectivity. The effect is often visible at sunrise and
sunset over an extensive water surface, or a lawn, or a field of barley in ear.
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When surfaces are observed by techniques of remote sensing, the direction of the
radiation received by the radiometer is significant, and several additional definitions
are necessary:

Bi-directional reflectance (sr−1) is the ratio of the radiation reflected in a specific
direction of view to the radiation incident in that direction.

The Bi-directional reflectance factor of a surface (BRF) is the ratio of the reflected
radiance from a specific view direction to the radiance that would be observed from a
perfectly diffuse surface at the same location. Most examples in this book deal with a
plane surface below a uniform hemispherical source of radiation (e.g. an overcast sky).
The fraction of incident radiation reflected from such a surface is sometimes referred to
as the bi-hemispherical reflectance or simply the reflection coefficient. The reflection
coefficient for solar radiation is commonly known as the albedo.

4.2.3 Radiance and Irradiance

When a plane surface is surrounded by a uniform source of radiant energy, a simple
relation exists between the irradiance of the surface (the flux incident per unit area)
and the radiance of the source. Figure 4.4 displays a surface of unit area surrounded
by a radiating hemispherical shell so large that the surface can be treated as a point
at the center of the hemisphere. The shaded area d S is a small element of radiating
surface and the radiation reaching the center of the hemisphere from d S makes an angle
β with the normal to the plane. As the projection of unit area in the direction of the
radiation is 1 × cosβ, the solid angle which the area subtends at d S is ω = cosβ/r2.

Figure 4.4 Method for calculating irradiance at the center of an equatorial plane from a surface
element d S at angle β to vertical axis (see text).
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If the element d S has a radiance N, the flux emitted by d S in the direction of the plane
must be N × d S × ω = Nd S cosβ/r2. To find the total irradiance of the plane, this
quantity must be integrated over the whole hemisphere, but if the radiance is uniform,
conventional calculus can be avoided by noting that d S cosβ is the area d S projected
on the equatorial plane. It follows that

∫
d S cosβ is the area of the whole plane or πr2,

so that the total irradiance at the center of the plane becomes

(N/r2)

∫
cosβ d S = πN. (4.8)

The irradiance expressed in W m−2 is therefore found by multiplying the radiance in
W m−2 sr−1 by the solid angle π .

A more rigorous treatment is needed if the radiance depends on the position of
d S with respect to the surface receiving radiation. It is necessary to treat d S as a
rectangle whose sides are rdβ and r sin βdθ where θ is an azimuth angle with respect
to the axis of the hemisphere, radius r . Given that d S = r2 sin βdβdθ , the integral
becomes

∫ 2π

θ=0

∫ π/2

β=0
N (β, θ)

(
cosβ

r2

)
r2 sin β dβ dθ. (4.9)

If N is independent of azimuth (i.e. only a function of β), Eq. (4.9) simplifies to

= 2π
∫ π/2

β=0
N (β) sin β cosβ dβ

= π

∫ π/2

β=0
N (β) sin 2β dβ. (4.10)

4.2.4 Attenuation of a Parallel Beam

When a beam of radiation consisting of parallel rays of radiation passes through a gas
or liquid, quanta encounter molecules of the medium or particles in suspension. After
interacting with the molecule or particle, a quantum may suffer one of two fates: it may
be absorbed, thereby increasing the energy of the absorbing molecule or particle; or it
may be scattered, i.e. diverted from its previous course either forwards (within 90◦ of
the beam) or backwards in a process akin to reflection from a solid. After transmission
through the medium, the beam is said to be “attenuated” by losses caused by absorption
and scattering.

Beer’s Law, frequently invoked in environmental physics, describes attenuation in a
very simple system where radiation of a single wavelength is absorbed but not scattered
when it passes through a homogeneous medium. Suppose that at some distance x into
the medium the flux density of radiation is �(x) (Figure 4.5).

Absorption in a thin layer dx , assumed proportional to dx and to �(x), may be
written

d� = −k�(x)dx, (4.11)
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Figure 4.5 The absorption of a parallel beam of monochromatic radiation in a homogeneous
medium with an absorption coefficient k. �(0) is the incident flux, �(x) is the flux at depth x ,
and the flux absorbed in a thin layer dx is k�(x)dx .

where the constant of proportionality k, described as an “attenuation coefficient,” is the
probability of a quantum being intercepted within the small distance dx . Integration
gives

�(x) = �(0) exp (−kx), (4.12)

where �(0) is the flux density at x = 0.
Beer’s Law can also be applied to radiation in a waveband over which k is constant;

or to a system in which the concentration of scattering centers is so small that a quantum
is unlikely to interact more than once (“single scattering”).

The treatment of multiple scattering is much more complex for two main reasons:
(a) radiation in a beam scattered backwards must be considered as well as the forward
beam; (b) if k depends on beam direction, the angular distribution of scattering must
be taken into account. For the simplest case where k is independent of beam direc-
tion, equations of a type developed by Kubelka and Munk are valid. They allow the
attenuation coefficient to be expressed as a function of a reflection coefficient ρ which
is the probability of an interacting quantum being reflected backwards and τ which
is the probability of forward scattering, implying that the probability of absorption is
α = 1 − ρ − τ .

In a system with multiple scattering, it is necessary to distinguish two streams of
radiation. One moves into the medium, and at a distance x from the boundary has a
flux density�+(x). The other, generated by scattering, moves out of the medium with
a flux density �−(x). The inward flux is depleted by absorption and reflection but is
augmented by reflection of a fraction of the outward stream. The net loss of inward
flux at a depth x and in a distance dx is therefore

d�+(x) = (−(α + ρ)�+(x)+ ρ�−(x))dx, (4.13)

where (α + ρ) is a probability of interception.



48 Principles of Environmental Physics

The outward stream is also weakened by absorption and reflection but is augmented
by reflection of the inward stream to give a net outward flux of

d�−(x) = −((α + ρ)�−(x)− ρ�+(x))dx, (4.14)

where the minus sign in front of the brackets is a reminder that the outward flux is
moving in a negative direction with respect to the x axis.

For the special case of uniform scattering in all directions (isotropic scattering),
ρ = τ = α/2. It may then be shown that the bulk reflection coefficient ρ′ is given by

ρ′ = (1 − α0.5)/(1 + α0.5), (4.15)

and the bulk attenuation coefficient k′ is given by

k′ = α0.5. (4.16)

(These equations are not relevant to the limiting case α = 1 when Beer’s Law applies.)
When the forward beam strikes a boundary before it is completely attenuated, a

fraction ρb may be reflected. The fluxes of radiation in the medium, both forwards and
backwards, can then be expressed as functions of ρb, ρ, τ and of the concentration of
the medium.

Complex numerical methods must be deployed to obtain fluxes when condition
(b) is not satisfied, i.e. when k is a function of the direction of scattering
(Chandrasekhar, 1960). Chapter 5 contains examples of the application of Beer’s Law
to the atmosphere (where the assumption of single scattering is usually valid). In Chap-
ter 6, application of the Kubelka-Munk equations is discussed with reference to crop
canopies and animal coats.

4.3 Problems

1. Ultra-violet radiation in the waveband 280–320 nm incident at the top of the earth’s
atmosphere supplies about 20 W m−2 of radiant energy at normal incidence. Assum-
ing a mean wavelength of 300 nm, calculate the photon flux at normal incidence.

2. At what wavelength does the peak emission from an oxyacetylene welding torch
burning at 3800 K occur?



5 Radiation Environment

Almost all the energy for physical and biological processes at the earth’s surface comes
from the sun and much of environmental physics is concerned with ways in which this
energy is dispersed or stored in thermal, mechanical, or chemical form. This chap-
ter considers the quantity and quality of solar (short-wave) radiation received at the
ground and the exchange of terrestrial (long-wave) radiation between the ground and
the atmosphere.

5.1 Solar Radiation

5.1.1 Solar Constant

At the mean distance R of the earth from the sun, which is 1.50×108 km, the irradiance
of a surface perpendicular to the solar beam and just outside the earth’s atmosphere is
known as the Solar Constant. The name is somewhat misleading because this quantity
is known to change by small amounts over periods of weeks to years in response
to changes within the sun, and the preferred term to describe the irradiance at mean
earth-sun distance is the Total Solar Irradiance, TSI.

Increasingly precise determinations of the TSI have been made from mountain tops,
balloons, rocket aircraft flying above the stratosphere and, since the late 1970s, from
satellites. Satellite observations have clearly demonstrated that the annual mean TSI
varies by about 1.6 W m−2 between the minimum and maximum of the 11-year cycle of
solar activity (Figure 5.1) (Frohlich and Lean, 1998; Kopp and Lean, 2011). Although
satellite radiometers are capable of great precision, their absolute accuracy is much
poorer. Kopp and Lean (2011) used data from an improved satellite radiometer to con-
clude that the most probable absolute value of the TSI representative of solar minimum
activity is 1361 ± 0.5 W m−2, about 5 W m−2 lower than the value recommended
in about 2000. The downward revision is attributed to improved measurement accu-
racy, not a change in solar activity. Indirect proxies that vary with TSI (e.g. sunspot
number) suggest that the total solar irradiance (Solar Constant) may have increased by
about 0.3 W m−2 since 1750, thus making a minor contribution to global warming, but
reliability of this estimate is poor (IPCC, 2007). The spectrum of radiation from the
sun closely resembles that of a full (black body) radiator, and the temperature of the
equivalent full radiator may be readily estimated from knowledge of the TSI as follows.

Assuming that the sun radiates uniformly in all directions, the earth intercepts only
a small fraction of the radiated solar energy passing across the surface of an imaginary
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Figure 5.1 Composite record of total solar irradiance, TSI (the “Solar Constant”), from 1975 to
2012 compiled from multiple satellite radiometric measurements adjusted to a standard reference
scale. Also shown is the monthly mean sunspot number, illustrating the strong correlation with
TSI. (data courtesy of Greg Kopp, NASA.)

sphere centered at the sun and with radius R, the earth’s mean distance from the sun
(149.6 × 109 m). The total rate at which energy is emitted from the sun may therefore
be calculated by multiplying the TSI by the surface area of the sphere, i.e.

E = 4πR2 × 1361 = 3.83 × 1026 W.

The radius of the sun is r = 6.96 × 108 m. Hence, assuming the surface behaves
like a full radiator, its effective temperature T is given by

σT 4 = 3.83 × 1026/(4πr2),

from which the (rounded) value of T is 5771 K.

5.1.2 Sun-Earth Geometry

Major features of radiation at the surface of the earth are determined by the earth’s
rotation about its own axis and by its elliptical orbit around the sun. The polar axis
about which the earth rotates is fixed in space (pointing at the Pole Star) at a mean
angle of 66.5◦ to the plane of the earth’s orbit (termed the obliquity) but with a small
top-like wobble (the precession of the axis). The angle between the orbital plane and
the earth’s equatorial plane therefore oscillates between a maximum of 90–66.5 =
23.5◦ in midsummer and a minimum of −23.5◦ in midwinter with small deviations
attributable to the wobble. This angle is known as the solar declination (δ) and its value
for any date and year can be found from astronomical tables.

The shape of the earth’s orbit (the eccentricity), obliquity, and precession each vary
over millenia, with cycles ranging from about 100,000 to 23,000 years. The Russian
astronomer Milutin Milankovitch proposed in the 1930s that these orbital variations
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were responsible for long-term cyclical changes in the earth’s climate. Modern evidence
from the analysis of layers of deep ocean sediments has confirmed that the Milankovitch
theory explains part, but not all, of the variations in climate over the past few hundred
thousand years.

Currently, the eccentricity of the earth’s orbit is relatively small. The earth is about
3% closer to the sun in January than in July, so the irradiance at the top of the atmosphere
is almost 7% larger in January (irradiance is proportional to the inverse square of the
sun-earth radius). At any point on the earth’s surface, the angle between the direction
of the sun and a vertical axis depends on the latitude of the site, and on time t (hours),
most conveniently referred to the time when the sun reaches its zenith. The hour angle
θ (radians) of the sun is the fraction of 2π through which the earth has turned after
local solar noon, i.e. θ = 2π t/24. Since 2π ≡ 360◦, each hour corresponds to 15◦
rotation.

Three-dimensional geometry is needed to show that the zenith angle ψ of the sun
at latitude ϕ is given by

cosψ = sin ϕ sin δ + cosϕ cos δ cos θ (5.1)

and that the azimuth angle A of the sun with respect to south is given by

sin A = − cos δ sin θ/ sinψ. (5.2)

The minimum zenith angle of the sun ψn occurs at local solar noon and may be found
by putting θ = 0 in Eq. (5.1) to give

cosψn = sin ϕ sin δ + cosϕ cos δ

= cos (ϕ − δ)

so

ψn = ϕ − δ. (5.3)

To find the daylength, defined as the period for which the sun is above the horizon,
the hour angle θs at sunset (i.e. the half-day length t) is first found by putting ψ = π/2
radians (90◦) in Eq. (5.1), and rearranging to give

cos θs = − sin ϕ

cosϕ

sin δ

cos δ
= − tan ϕ tan δ, (5.4)

θs = 2π t/24 = cos−1 (− tan ϕ tan δ), (5.5)

from which the daylength 2t in hours is

2t = (24/π)θs = (24/π) cos−1 (− tan ϕ tan δ). (5.6)

Some developmental processes in plants and activity in animals occur at the very
weak levels of radiation received during twilight before sunrise and after sunset. The
biological length of a day may therefore exceed the daylength given by Eq. (5.6) to an
extent which can be estimated from the time of civil twilight (sun dropping to 6◦ below
horizon with a correction for refraction, i.e. ψ = 96◦ or 1.68 radians) or astronomical
twilight (down to 18◦ below horizon, ψ = 108◦ or 1.89 radians). The beginning of
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civil and astronomical twilight can be calculated from Eq. (5.1) by substituting these
values of ψ . At the equator, the interval between civil twilight and sunrise is close to
22 min throughout the year but at latitude 50◦ it ranges from 45 min at midsummer to
32 min at the equinoxes.

For the application of Eqs. (5.1)–(5.6), values of δ may be found in astronomical
tables (e.g. List, 1966) or δ may be calculated from empirical expressions such as

sin δ = a sin[b + cJ + d sin (e + cJ )], (5.7)

where J is the calendar day with J = 1 on January 1, and the constants are a =
0.39785; b = 278.97; c = 0.9856; d = 1.9165; e = 356.6 (Campbell and Norman,
1998).

Example. Find the solar zenith angle at local solar noon, and the daylength at
Edinburgh, Scotland (55.0◦N) on June 21 (calendar day 172).

Solution. Using astronomical tables or Eq. (5.7), the solar declination δ on June 21
is 23.5◦. Equation (5.1) could be used to calculate the solar zenith angle ψ , but since
the time is solar noon, when θ = 0, the much simpler Eq. (5.3) applies, and

ψ = φ − δ = 55.0 − 23.5 = 31.5◦.

The daylength is given by Eq. (5.6),

2t = (24/π) cos−1 (− tan ϕ tan δ),

= (24/π) cos−1 (− tan 55.0 tan 23.5),

= (24/π) cos−1 (−0.621) = 24 × 2.24/π = 17.1 h

(note that cos−1 (−0.621) is 2.24 radians).

5.1.3 Spectral Quality

For biological work, the spectrum of solar radiation can be divided into three major
wavebands shown in Table 5.1 with the corresponding fraction of the TSI. Most mea-
surements of solar energy at the ground are confined to the visible and near-infra-red
wavebands which contain energy in almost equal proportions.

Table 5.1 Distribution of Energy in the Spectrum Emitted by the Sun

Waveband (nm) Energy (%)

0–200 0.7
200–280 (UV-C) 0.5
280–320 (UV-B) 1.5
320–400 (UV-A) 6.3
400–700 (visible/PAR) 39.8
700–1500 (near-infra-red) 38.8
1500 − ∞ 12.4



Radiation Environment 53

Ultra-violet radiation contains sufficient energy per quantum to damage living cells.
The ultra-violet spectrum is divided into UVA (320–400 nm) responsible for tanning
the skin; UVB (280–320 nm) responsible for skin cancer and Vitamin D synthesis;
and UVC (200–280 nm), potentially the most harmful waveband but absorbed almost
completely by molecular oxygen in the stratosphere. Human skin is about 1000 times
more sensitive to the UVB range than to the UVA.

The waveband to which the eyes of humans and most terrestrial animals are sensitive
ranges from blue (400 nm) through green (550 nm) to red (700 nm), with maximum
sensitivity at around 500 nm. Eyes of aquatic mammals have peak sensitivity at slightly
shorter wavelengths, around 488 nm, perhaps a consequence of the “blueness” of the
ocean habitat (Mcfarland and Munz, 1975). Eyes of fish have similar peak sensitivity.

Photosynthesis is stimulated by radiation in the same waveband as human vision, and
this waveband is referred to as Photosynthetically Active Radiation (PAR), a misnomer
because it is green cells which are active, not radiation. Initially, the term PAR was
applied to radiation measured in units of energy flux density (W m−2) but for two
reasons it is more appropriately expressed as quantum flux density (mol m−2 s−1): (i)
when photosynthesis rates are compared for light of different quality (e.g. from the
sun and from lamps), they are more closely related to the quantum content than to the
energy content of the radiation (Jones, 1992) and (ii) because the number of moles of
carbon dioxide fixed in photosynthesis is closely proportional to the number of moles
of photons absorbed in the PAR waveband. The fraction of PAR to total energy in the
extraterrestrial solar spectrum is about 0.40 (Table 5.1) but it is closer to 0.50 for solar
radiation at the earth’s surface (p. 68) because the atmosphere absorbs almost all the
ultra-violet wavelengths and a significant part of the solar infra-red spectrum.

Many developmental processes in green plants have been found to depend on the
state of the pigment phytochrome which exists in two photo-interconvertible forms
that absorb radiation in wavebands centered at 660 nm (red light—the Pr form) and
730 nm (far-red light—the Pfr form). The ratio of the two forms present in plant tissue
changes in response to the ratio of spectral irradiance at these wavelengths, known as
the red:far-red ratio (R:FR), so the phytochrome is an effective detector of the quality
of radiation, for example detecting shading caused by other plants. Shade avoidance
is one of the most important competitive strategies that plants possess. It consists of
a range of physiological and developmental responses by plants that provides com-
petitive advantages over other species when growing in the shade of other plants, e.g.
weeds in crops or understory species in forest canopies. The responses may influence
germination, stem elongation, leaf development, flowering, and reproduction. Shade
avoidance responses are all initiated by a single environmental signal, a reduction in
the ratio of red (R) to far-red (FR) (i.e. R:FR) radiation that occurs in crowded plant
communities (Smith and Whitelam, 1997).

5.2 Attenuation of Solar Radiation in the Atmosphere

As the solar beam passes through the earth’s atmosphere, it is modified in quantity,
quality, and direction by processes of scattering and absorption (Figure 5.2).
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Figure 5.2 Successive processes attenuating the solar beam as it penetrates the atmosphere. A—
extraterrestrial radiation, B—after ozone absorption, C—after molecular scattering, D—after
aerosol scattering, E—after water vapor and oxygen absorption (from Henderson, 1977).

Scattering has two main forms. First, individual quanta striking molecules of any gas
in the atmosphere are diverted in all directions, a process known as Rayleigh scattering
after the British physicist who showed theoretically that the effectiveness of molecular
scattering is proportional to the inverse fourth power of the wavelength.

The scattering of blue light (λ = 400 nm) therefore exceeds the scattering of red
(700 nm) by a factor of (7/4)4 or about 9. This is the physical basis of the blue color of
the sky as seen from the ground and the blue haze surrounding the Earth when viewed
from space. The redness of the sun’s disk near sunrise or sunset is further evidence that
blue light has been removed from the beam preferentially. Rayleigh also showed that
the spatial distribution of scattered radiation was proportional to (1 + cos2 θ), where
θ is the angle between the initial and scattered directions of the radiation. Thus the
probability of forward- and backscattering is twice that at 90◦.

Rayleigh scattering is confined to systems in which the diameter (d) of the scatterer
is much smaller than the wavelength of the radiation λ. This condition is not met for
particles of dust, smoke, pollen, etc., in the atmosphere, referred to as “aerosol,” which
often have diameters d in the range 0.1λ < d < 25λ. The theory developed by Mie
predicts that the wavelength dependence of scattering by aerosol particles should be a
function of d/λ, and that, for some values of the ratio, longer wavelengths should be
scattered more efficiently than short—the reverse of Rayleigh scattering. This happens
rarely, but smoke with the appropriate narrow range of particle sizes, e.g. from forest
fires, can occasionally cause the sun and moon viewed from the earth to appear blue!

Usually, aerosol contains such a wide range of particle sizes that scattering is not
strongly dependent on λ. Angstrom (1929) proposed that the dependence could often
be described by a power law, i.e. ∝ λ−α where α had an average value of 1.3, and
many investigators have confirmed the power law dependence. For example, a set
of measurements in the English Midlands corresponded to α between 1.3 and 2.0
(McCartney and Unsworth, 1978). When particles are large and sufficiently dense for
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multiple scattering, there is essentially no wavelength dependence and the scattered
light appears white, for example with very hazy skies in summer. Aerosol scattering
is usually predominantly “forwards,” i.e. in a narrow cone around the direction of the
incident radiation.

Sources and Radiative Properties of Aerosols

Aerosols are solid or liquid particles small enough to remain suspended in
the atmosphere for long periods. They have an important direct influence on
radiation reaching the ground because they scatter and absorb solar and long-wave
radiation in the atmosphere, thus contributing to radiative forcing of the earth’s
energy budget. Aerosols also influence cloud albedo and duration by increasing
the number of droplets in clouds and altering the efficiency of precipitation
production, thus also having indirect effect on radiation (IPCC, 2007). These
indirect effects are hard to isolate in the free atmosphere, but Coakley et al. (1987)
demonstrated that they can be seen in “ship tracks” observed from space (Figure
5.3). When there is a thin layer of marine stratus cloud, the aerosols emitted from
ships smokestacks increase the cloud density behind the vessel.

Aerosols in the lower atmosphere have relatively short lifetimes before they
are removed by precipitation and turbulent transfer (see Chapter 12). Aerosols
in the stratosphere, for example as a result of explosive volcanic eruptions, have
much longer lifetimes and may be dispersed around the globe, causing observable
effects on the earth’s climate (Hansen et al., 2011).

The size distribution of aerosols is critical for their radiative effects. Particles
in the “accumulation size range” (Chapter 12) (i.e. with diameters between about
0.1 and 1.0 µm) scatter more light per unit mass than larger particles, and have
longer lifetimes in the atmosphere, so are particularly important in influencing the
irradiance at the ground. Some aerosols are hygroscopic, i.e. they absorb water
depending on atmospheric humidity, thus changing the aerosol size distribution.
Examples are sea-salt particles and ammonium sulfate.

Primary aerosols are generated at the surface by natural processes and human
activity. Desert dust storms generate aerosols that can be transported across the
Atlantic and Pacific oceans (Kaufman et al., 2002). Inefficient combustion of wood
or fossil fuels releases organic and black carbon aerosols. Secondary aerosols
are created in the atmosphere by chemical reactions. An ubiquitous example is
ammonium sulfate aerosol, formed by reactions that include the gases ammonia,
sulfur dioxide, and dimethyl sulfide, which have natural sources (volcanoes, ocean
plankton) and human sources (fossil fuel, animal production). Other secondary
aerosols are created during photochemical smog episodes.

Absorption of radiation by aerosols is very variable. For example, desert dust
may absorb little, but black carbon aerosols from wildfires and human activity are
much stronger absorbers (Hansen et al., 2004). Absorption by secondary aerosols
can be greatly increased when black carbon particles are incorporated into the
aerosol. For several reasons, radiative effects of aerosols are generally much more
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difficult to assess than those of atmospheric gases: aerosols are not uniformly dis-
tributed, and may be formed and transformed in the atmosphere; some aerosol
types (e.g. dust and sea salt) consist of particles whose physical properties that
influence scattering and absorption have wide ranges; and aerosol species may
combine to form mixed particles with optical properties different from their pre-
cursors. IPCC (2007) included a good review of progress in understanding aerosol
effects on the earth’s energy balance.

The second process of attenuation is absorption by atmospheric gases and aerosols.
The most important gases absorbing solar radiation are ozone and oxygen (particularly
in the ultra-violet spectrum), and water vapor and carbon dioxide (with strong bands
in the infra-red). Absorption by aerosols is very variable, depending on the source of
the material (see text box).

In contrast to scattering, which simply changes the direction of radiation, absorption
removes energy from the beam so that the aerosol, and atmosphere containing it, is
heated. In the ultra-violet, absorption by oxygen and ozone in the stratosphere removes

Figure 5.3 Infra-red satellite image of reflected solar radiation at 2.1 µm off the coast of
California near San Francisco. Pollution from ship smoke emissions increases the reflectivity of
marine stratus clouds by supporting the formation of larger numbers of smaller droplets than in
unpolluted cloud nearby. This enables ship tracks to be seen clearly in the image. (Courtesy of
Dr. J. A. Coakley)



Radiation Environment 57

all UVC and most UVB radiation before it reaches the ground, resulting in stratospheric
heating. The remaining UVB and UVA radiation is scattered very effectively however,
so that it is possible to suffer serious sunburn beneath a cloudless sky even if not exposed
to the direct solar beam.

In the visible region of the spectrum, absorption by atmospheric gases is much less
important than molecular scattering in determining the spectral distribution of solar
energy at the ground. In the infra-red spectrum, however, absorption is much more
important than scattering, because several atmospheric constituents absorb strongly,
notably water vapor with absorption bands between 0.9 and 3 µm. The presence of
water vapor in the atmosphere thus increases the amount of visible radiation relative
to infra-red radiation.

The scale of absorption and scattering in the atmosphere depends partly on the path-
length of the solar beam and partly on the amount of the attenuating constituent present
in the path. The pathlength is usually specified in terms of an air mass number m,
which is the length of the path relative to the vertical depth of the atmosphere. Air mass
number therefore depends on altitude (represented by the pressure exerted by the atmo-
spheric column above the site) and on zenith angleψ . For values of zenith angleψ less
than 80◦, the air mass number at a location where atmospheric pressure is P is simply
m = (P/P0) secψ , where P0 is standard atmospheric pressure at sea level (101.3 kPa),
but for values between 80◦ and 90◦,m is smaller than secψ , because of the earth’s cur-
vature. Values, corrected for refraction, can be obtained from tables (e.g. List, 1966).

The most variable absorbing gas in the atmosphere is water vapor, the amount of
which can be specified by a depth of precipitable water u, defined as the depth of water
that would be formed if all the vapor were condensed (u is typically between 5 and
50 mm at most stations). If the precipitable water is u, the pathlength for water vapor is
um. Similarly, the total amount of ozone in the atmosphere (the ozone column) is spec-
ified by an equivalent depth of the pure gas at a standard pressure of one atmosphere
(101.3 kPa). At mid-latitudes, the ozone column is typically about 3 mm and varies
only slightly with season. However over some parts of the Antarctic, up to 60% of
the ozone column is lost during the Antarctic Spring (September-October). When this
phenomenon was first reported by Joe Farman of the British Antarctic Survey, who ana-
lyzed surface observations of irradiance in the UVB waveband (Farman et al., 1985), it
could not be explained by atmospheric chemists and had not been detected by satellite
monitoring. In retrospect, it turned out that a computer program had caused the anoma-
lous Antarctic Spring data from the satellite to be ignored, and chemists traced the
cause of the alarming decrease in ozone to the presence in the Antarctic stratosphere
of frozen particles of nitric acid that served as catalytic sites for reactions destroying
ozone. Figure 5.4 shows the decline of ozone column thickness from the mid-1950s in
the Antarctic Spring. The extremely cold stratospheric conditions necessary for ozone
destruction by this mechanism are less common over the Arctic, and fortunately do not
exist over the large parts of the earth where plant and animal populations would be vul-
nerable to the extra UVB radiation that would reach the surface if ozone were depleted.

In contrast with the mainly regional effects of ozone depletion, the consequences of
radiative absorption by the steadily increasing amount of carbon dioxide in the earth’s
atmosphere are apparent on a global scale as discussed in Chapter 2 and extensively
reviewed by in Assessment Reports by the IPCC (2007).
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Figure 5.4 Minimum October ozone column depth at the British Antarctic Survey research
station, Halley Bay, Antarctica from 1956 to 2009. (One Dobson Unit corresponds to a layer of
gaseous ozone 10 µm thick at STP) (data courtesy of the British Antarctic Survey.)

Clouds, consisting of water droplets or ice crystals, scatter radiation both forwards
and backwards, but when the depth of cloud is substantial, back-scattering predominates
and thick stratus can reflect up to 70% of incident radiation, appearing snow-white from
an aircraft flying above it. About 20% of the radiation may be absorbed, leaving only
10% for transmission, so that the base of such a cloud seems gray. However, at the edge
of a cumulus cloud, where the concentration of droplets is small, forward scattering
is strong—the silver lining effect—and under a thin sheet of cirrus the reduction of
irradiance can be less than 30%, see Figure 5.10.

5.3 Solar Radiation at the Ground

As a consequence of attenuation, radiation has two distinct directional properties when
it reaches the ground. Direct radiation arrives from the direction of the solar disk and
includes a small component scattered directly forward. The term diffuse describes all
other scattered radiation received from the blue sky (including the very bright aureole
surrounding the sun) and from clouds, either by reflection or by transmission. The
sum of the energy flux densities for direct and diffuse radiation is known as total or
global radiation and for climatological purposes is measured on a horizontal surface.
The symbols Sb,Sd, and St describe direct, diffuse, and total irradiance, respectively,
on a horizontal surface, and Sp signifies direct irradiance measured at right angles to
the solar beam.
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5.3.1 Direct Radiation

At sea level, direct radiation Sp rarely exceeds 75% of the Solar Constant i.e. about
1000 Wm−2. The minimal loss of 25% is attributable to molecular scattering and
absorption in almost equal proportions with a negligible contribution from aerosol
when the air mass is clean. Aerosol increases the ratio of diffuse to global radiation
by forward scattering and changes the spectral composition. Several expressions are
available to describe atmospheric transmissivity as affected by molecular and aerosol
components. A simple practical relation is

Sp = S∗T m, (5.8)

where S∗ is the Solar Constant (TSI), T is the atmospheric transmissivity, and m is the
air mass number. Liu and Jordan (1960) found that T ranged from about 0.75 to 0.45
on cloudless days implying, as above, that aerosol attenuation was insignificant on the
clearest days.

To illustrate more directly the combined impact of attenuation by aerosols and
molecules, Beer’s Law may be applied to give

Sp(τ ) = S∗ exp (−τm), (5.9)

where τ is an extinction coefficient or optical thickness and m is the air mass number.
When the value of τ is expressed as the sum of molecular extinction (τm) and aerosol
extinction (τa), Eq. (5.9) may be written in the form

Sp(τ ) = S∗ exp (−τmm) exp (−τam) = Sp(0) exp (−τam), (5.10)

where Sp(0) is the irradiance of the direct beam below an atmosphere free of aerosol.
Comparison of Eqs. (5.8), (5.9), and (5.10) yields

T = exp (−τ) = exp (−(τm + τa)) (5.11)

implying that τm was about 0.3 in Liu and Jordan’s measurements (assuming τa = 0
when T = 0.75), and τa was about 0.5 on the most turbid days that they recorded.

The value of τa at a site can be determined from Eq. (5.10) by measuring Sp(τ )

as a function of m(= secψ) and by calculating Sp(0) (also a function of m) from the
properties of a clean atmosphere containing appropriate amounts of gases and water
vapor. For example, a series of measurements in Britain gave values of τa ranging
from 0.05 for very clear air of Arctic origin to 0.6 for very polluted air in the English
Midlands during a stagnant anticylone (Unsworth and Monteith, 1972). Corresponding
values of exp (−τam) for ψ = 30

◦
are 0.92 and 0.50, indicating radiant energy losses

of up to 50% from the direct solar beam due to aerosol scattering and absorption.
Using a bulk aerosol optical thickness such as τa, determined from measurements

of a broad waveband of solar radiation, is convenient when only standard radiometers
are available. However, values of aerosol optical thickness derived from more sophisti-
cated spectral observations in narrow wavebands are more commonly reported, e.g. for
wavebands around 0.55 µm in the mid-visible spectrum (IPCC, 2007). Such values are
generally consistent with τa and are similar in magnitude because the solar spectrum
peaks around 0.5 µm.
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Figure 5.5 Spectral distribution of direct, diffuse, and total solar radiation calculated using a
simple model of a cloudless atmosphere (courtesy of the Solar Energy Research Institute; see
Bird and Riordan, 1984). Solar zenith angle is 60◦(m = 2), precipitable water is 20 mm, ozone
thickness is 3 mm, and aerosol optical depth is 0.2. Note that the diffuse flux has maximum
energy per unit wavelength at about 0.46 µm.

The spectrum of direct radiation depends strongly on the pathlength of the beam and
therefore on solar zenith angle. A spreadsheet model for calculating direct and diffuse
spectral irradiance (based on work by Bird and Riordan (1986)) is available from the
Solar Energy Research Institute, Golden, Colorado ( http://rredc.nrel.gov/solar/models/
spectral/). Figure 5.5 shows results at sea level calculated from the model, indicating that
the spectral irradiance calculated for the solar beam is almost constant between 500 and
700 nm whereas, in the corresponding extraterrestrial spectrum, irradiance decreases
markedly as wavelength increases beyond λm ≈ 500 nm (Figure 5.2). The difference is
mainly a consequence of energy removed from the beam by Rayleigh scattering which
increases as wavelength decreases; ozone absorption is implicated too. As zenith angle
increases, attenuation by scattering becomes very pronounced, and the wavelength for
maximum direct solar irradiance moves into the infra-red waveband when the sun is
less than 20◦ above the horizon (see Figure 5.5).

The measurements by Unsworth and Monteith (1972) also showed that, for zenith
angles between 40◦ and 60◦, the ratio of visible to all-wavelength radiation in the
direct solar beam decreased from a maximum of about 0.5 in clean air to about 0.4
in very turbid air. The maximum ratio exceeds the figure of 0.40 for extraterrestrial
radiation (Table 5.1) because losses of visible radiation by scattering are more than
offset by losses of infra-red radiation absorbed by water vapor and oxygen (Figure
5.2). McCartney (1978) found that the quantum content of direct radiation increased
with turbidity from a minimum of about 2.7 µmol J−1 total radiation in clean air
to about 2.8 µmol J−1 in turbid air. Theoretical values can be calculated using the
spectral irradiance model referred to above (Confusion has arisen in the literature

http://rredc.nrel.gov/solar/models/spectral/
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where quantum content values for direct radiation are compared with values referring
to global radiation, as given later.)

5.3.2 Diffuse Radiation

Beneath a clean, cloudless atmosphere, the diffuse irradiance Sd reaches a broad max-
imum somewhat less than 200 W m−2 when ψ is less than about 50◦, and the ratio of
diffuse to global irradiance then falls between 0.1 and 0.15. As turbidity increases, so
does Sd/St, and for ψ < 60◦, observations in the English Midlands fit the relation

Sd/St = 0.68τa + 0.10. (5.12)

For ψ > 60◦,Sd/St is also a function of ψ and is larger than Eq. (5.12) predicts.
With increasing cloud amount also, Sd/St increases and reaches unity when the sun

is obscured by dense cloud: but the absolute level of Sd is maximal when cloud cover
is about 50%. The spectral composition of diffuse radiation is also strongly influenced
by cloudiness. Beneath a cloudless sky, diffuse radiation is predominantly within the
visible spectrum (Figure 5.4) but as cloud increases, the ratio of visible/all-wavelength
radiation decreases toward the value of about 0.5 characteristic of global radiation.

5.3.3 Angular Distribution of Diffuse Radiation

Under an overcast sky, the flux of solar radiation received at the ground is almost
completely diffuse. If it were perfectly diffuse, the radiance of the cloud base observed
from the ground would be uniform and would therefore be equal to Sd/π from Eq. (4.8).
The source providing this distribution is known as a Uniform Overcast Sky (UOS).

In practice, the average radiance of a heavily overcast sky is between two and three
times greater at the zenith than the horizon (because multiple-scattered radiation is
attenuated by an air mass depending on its perceived direction and so regions near the
horizon appear relatively depleted). To allow for this variation, ambitious architects and
pedantic professors describe the radiance distribution of overcast skies as a function of
zenith angle given by

N(ψ) = N(0)(1 + b cosψ)/(1 + b). (5.13)

This distribution defines a Standard Overcast Sky. Measurements indicate that the
number (1 + b) which is the ratio of radiance at the zenith to that at the horizon
is typically in the range 2.1–2.4 (Steven and Unsworth, 1979), values supported by
theoretical analysis (Goudriaan, 1977) which also shows the dependence on surface
reflectivity. The value (1 + b) = 3, in common use, is based on photometric studies
and significantly overestimates the diffuse irradiance of surfaces.

Under a cloudless sky, the angular distribution of skylight depends on the position
of the sun and cannot be described by any simple relation. In general, the sky round
the sun is much brighter than elsewhere because there is a preponderance of scattering
in a forward direction but there is a sector of sky about 90′ from the sun where the
intensity of skylight is below the average for the hemisphere (Figure 5.6). On average,
the diffuse radiation from a blue sky tends to be stronger nearer the horizon than at
the zenith. As the atmosphere becomes more dusty, the general effect is to reduce the
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Figure 5.6 Standard distribution of normalized sky radiance πN/Sd for solar zenith angle 35◦,
where N is the value of sky radiance at a point and πN is the diffuse flux which the surface would
receive if the whole sky were uniformly bright (see p. 46) (from Steven, 1977).

radiance of the circumsolar region and to increase the relative radiance of the upper
part of the sky at the expense of regions near the horizon. Consequently the angular
distribution of radiance becomes more uniform as turbidity increases.

5.3.4 Total (Global) Radiation

The total (global) radiation on a horizontal surface is given formally by

St = Sp cosψ + Sd

= Sb + Sd, (5.14)

where Sb = Sp cosψ is the contribution from the direct beam.
Figure 5.7 contains an example of measured values of St,Sd, and Sb as a function

of solar zenith angle at Sutton Bonington, England, and Figure 5.8 shows similar data
(with the addition of Sp) from a more southerly site at Eugene, Oregon.

Estimating Irradiance Under Cloudless Skies

A simple spreadsheet model that enables calculations of Sp, Sd, and St under
cloudless skies at any location and date for specified values of water vapor, ozone,
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Figure 5.7 Solar irradiance on a cloudless day (16 July 1969) at Sutton Bonington (53◦N, 1◦W):
St total flux; Sd diffuse flux, Sb direct flux on a horizontal surface.
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Figure 5.8 Solar irradiance on a cloudless day (12 June 2002) at Eugene, Oregon (44◦N, 123◦W):
St total flux; Sp direct flux at normal incidence; Sd diffuse flux; Sb direct flux on a horizontal
surface. (data courtesy of Frank Vignola, University of Oregon.)
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and aerosol optical thickness is based on the work of Bird and Hulstrom (1981)
and is available from the Solar Energy Research Institute, Golden, Colorado
( http://rredc.nrel.gov/solar/models/clearsky/). The following simpler approach
for direct and diffuse (and hence total) radiation gives estimates of appropriate
accuracy for biological calculations. Using Eq. (5.10), it can be shown that

Sp = S∗ exp (−τmm) exp (−τam). (5.15)

The Solar Constant S∗ is 1361 W m−2 (Section 5.1.1), the optical thickness for
molecular attenuation τm is typically about 0.3 (but changes with the amount of
water vapor and other absorbing gases in the atmosphere), and the aerosol optical
thickness τa is typically in the range 0.05–0.50. Given appropriate values of these
parameters, Sp can be calculated for a specific air mass number m (where the
dependence of m on solar zenith angle ψ is given by m = (P/P0) secψ (p. 56).

Approximate values of Sd as a function of m on cloudless days can be estimated
from an empirical equation based on measurements by Liu and Jordan (1960), i.e.

Sd = 0.3S∗[1 − exp (−(τm + τa)m] cosψ. (5.16)

The total irradiance is then given by

St = Sp cosψ + Sd.

Figure 5.9 Solar radiation on three cloudless days at Rothamsted, England (52◦N, 0◦W). During
the middle of the day, the record tends to fluctuate more than in the morning and evening, suggest-
ing a diurnal change in the amount of dust in the lower atmosphere, at least in summer and autumn.

http://rredc.nrel.gov/solar/models/clearsky/
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On cloudless days, illustrated in Figure 5.9, the change of St with time is approxi-
mately sinusoidal. This form is distorted by cloud, but in many climates the degree of
cloud cover, averaged over a period of a month, is almost constant throughout the day
so the monthly average variation of irradiance over a day is again sinusoidal. In both
cases, the irradiance at t hours after sunrise can be expressed as

St = Stm sin (π t/n), (5.17)

where Stm is the maximum irradiance at solar noon and n is the daylength in hours.
This equation can be integrated to give an approximate relation between maximum
irradiance and the daily integral of irradiation (the insolation) by writing

∫ n

0
Stdt ≈ 2Stm

∫ n/2

0
sin (π t/n)dt = (2n/π)Stm. (5.18)

For example, over southern England in summer, Stm may reach 900 W m−2 on a clear
cloudless day and with n = 16 h = 58×103 s, the insolation calculated from equation
(5.18) is 33 MJ m−2 compared with a measured maximum of about 30 MJ m−2. In
Israel, where Stm reaches 1050 W m−2 in summer for a daylength of 14 h, the equation
gives an insolation of 34 MJ m−2 compared with 32 MJ m−2 by measurement.

At higher latitudes in summer when dawn and dusk are prolonged, a full sine wave
may be more appropriate than Eq. (5.18). If St is given by

St ≈ Stm(1 − cos 2π t/n) = Stm sin2 (π t/n) (5.19)

integration yields
∫ n

0
Stdt = Stmn/2. (5.20)

Gloyne (1972) showed that the radiation regime at Aberdeen (57◦N) was described
best by the average of values given by Eqs. (5.18) and (5.20).

In most climates, the daily receipt of total solar radiation is greatly reduced by cloud
for at least part of the year. Figure 5.10 shows the extent to which the total irradiance
beneath continuous cloud depends on cloud type and solar elevation β(=π/2 − ψ).
The fraction of extraterrestrial radiation can be read from the full lines and the corre-
sponding irradiance by interpolation between the dashed lines.

The formation of a small amount of cloud in an otherwise clear sky always increases
the diffuse flux but the direct component remains unchanged provided neither the sun’s
disk nor its aureole is obscured. With a few isolated cumuli, the total irradiance can
therefore exceed the total irradiance beneath a cloudless sky by 5–10%. On a day of
broken cloud (Figure 5.11), the temporal distribution of radiation is strongly bimodal:
the irradiance is very weak when the sun is completely occluded and strong when it
is exposed. For a few minutes before and after occlusion, the irradiance commonly
reaches 1000 W m−2 in temperate latitudes and even exceeds the Solar Constant in
the tropics. This effect is a consequence of strong forward scattering by the small
concentration of water droplets present at the edge of a cloud.
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Figure 5.10 Empirical relations between solar radiation and solar angle for different cloud types
from measurements in the North Atlantic (52◦N, 20◦W). The curves are isopleths of irradiance
(from Lumb, 1964). Sc, stratocumulus; St, stratus; Cu, cumulus; Cb, cumulonimbus.

Figure 5.11 Solar radiation on a day of broken cloud (11 June 1969) at Rothamsted, England
(52◦N, 0◦W). Note very high values of irradiance immediately before and after occlusion of the
sun by cloud and the regular succession of minimum values when the sun is completely obscured.

As a consequence of cloud, the average insolation over most of Europe in summer is
restricted to between 15 and 25 MJ m−2, about 50–80% of the insolation on cloudless
days. Comparable figures in the USA range from 23 MJ m−2 round the Great Lakes to
31 MJ m−2 under the almost cloudless skies of the Sacramento and San Joaquin valleys.
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Figure 5.12 Ratio of spectral irradiance at 660 nm (red) to irradiance at 730 nm (far-red) on an
overcast day (25 August 1980) near Leicester in the English Midlands (from Smith and Morgan,
1981).

Winter values range from 1 to 5 MJ m−2 over most of Europe and from 6 MJ m−2 in the
northern USA to 12 MJ m−2 in the south. Australian stations record a range of values
similar to those of the USA.

The energy efficiency of photovoltaic solar panels is defined as the ratio of the
electrical power produced by the panel to the radiative power falling on the panel.
Commercial flat panels typically achieve a maximum efficiency of about 20%. That is,
if the incident irradiance on a panel of area 1 m2 is 1 kW the maximum power output
would be 200 W.

Although the difference of irradiance with and without cloud is roughly an order of
magnitude, the radiation to which plants are exposed covers a much wider range. In units
of micromoles of photons m−2 in the PAR waveband, full summer sunshine is approx-
imately 2200, shade on a forest floor 20, twilight 1, moonlight 3 × 10−4, and radiation
from an overcast sky on a moonless night about 10−7 (Smith and Morgan, 1981).

At any location, annual changes of insolation depend in a complex way on seasonal
changes in the water vapor and aerosol content of the atmosphere and on the seasonal
distribution of cloud. Table 5.2 shows the main components of attenuation for four
“seasons” at Kew Observatory, a suburban site 10 miles (16 km) west of the center
of London. The data were collected in the 1950s when London air was more heavily
polluted with smoke particles from inefficiently burned coal than it is now, so the “dust
and smoke” losses for winter are relatively large. For the annual average, roughly a third
of the radiation received outside the atmosphere is scattered back to space, a third is
absorbed, and a third is transmitted to the surface. The flux at the surface is 20–25% less
than it would be in a perfectly clear atmosphere. Because the climate at Kew is relatively
cloudy, the diffuse component is larger than the direct component throughout the year.
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Table 5.2 Short-Wave Radiation Balance of Atmosphere and Surface at Kew Observatory
(51.5◦N) for 1956–1960 Expressed as a Percentage of Extraterrestrial Flux

Winter Spring Summer Autumn
(Nov–Jan) (Feb–Apr) (May–Jul) (Aug–Oct) Year

Extraterrestrial radiation (ET)
Seasonal total (MJ m−2) 800 2050 3720 2340 8910
Daily mean (MJ m−2 day−1) 8.7 22.3 40.4 25.4 24.4

Losses in the atmosphere (%ET)
(a) Absorption
Water vapor 15 12 13 15 13
Cloud 8 9 9 9 9
Dust and smoke 15 10 5 8 8
Total 38% 31% 27% 32% 30%

(b) Scattering 37% 35% 33% 34% 34%
(away from surface)

Radiation at surface (%ET)
Direct 8 14 18 14 15
Diffuse 17 20 22 20 21
Total 25% 34% 40% 34% 36%

100% 100% 100% 100% 100%
Total as MJ m−2 day−1 2.2 7.6 16.2 8.7 8.8

5.3.4.1 Spectrum of Total Solar Radiation

The spectrum of global solar radiation depends, in principle, on solar zenith angle,
cloudiness, and turbidity and the interaction of these three factors limits the usefulness
of generalizations. As zenith angle increases beyond 60◦, so does the proportion of
scattered radiation and therefore the ratio of visible to all-wavelength radiation. In one
record from Cambridge, England, this ratio increased from about 0.49 at ψ = 60◦
to 0.52 at ψ = 10◦ (Szeicz, 1974). Cloud droplets absorb radiation in the infra-red
spectrum, so with increasing cloud the fraction of visible radiation should increase.
Again at Cambridge, the range was between 0.48 in summer and 0.50 in winter. Finally,
with increasing turbidity, shorter wavelengths are scattered preferentially, depleting the
direct beam but contributing to the diffuse flux so that the change in global radiation
is relatively small. In another set of measurements at a site close to Cambridge, the
visible: all-wavelength ratio decreased from 0.53 at τa = 0.1 to 0.48 at τa = 0.6
(McCartney, 1978). Elsewhere, a smaller value of the ratio, 0.44, with little seasonal
variation was reported for a Californian site by Howell et al. (1983) and, in the tropics,
Stigter and Musabilha (1982) found that the ratio increased from 0.51 with clear skies
to 0.63 with overcast. It is probable that some of the apparent differences between sites
reflect differences or errors in instrumentation and technique rather than in the behavior
of the atmosphere.
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At a given site, the relation between quantum content and energy appears to be
conservative. McCartney (1978) reported a value of 4.56 ± 0.05 µmol J−1 (PAR) in
the English Midlands. This is equivalent to about 2.3 µmol J−1 total (global) radiation
but other values reported range from 2.1 µmol J−1 in California to 2.9 µmol J−1 in
Texas (Howell et al., 1983). The ratio of quantum content to energy in the PAR waveband
for diffuse radiation from a cloudless sky is smaller than that for total radiation, about
4.25 µmol J−1 PAR, because quanta at shorter wavelengths carry more energy than
those at longer wavelengths.

The ratio of energy per unit wavelength in red and far-red wavebands is also con-
servative and has a value of about 1.1 during the day when solar elevation exceeds
10◦ (Figure 5.11). Thus the ratio of the red to far-red forms of phytochrome in plants
is constant through the day unless shading by other vegetation occurs (see p. 53). As
the sun approaches the horizon, the ratio decreases because red light is scattered more
than far-red and because only a small fraction of the forward-scattered light reaches
the ground. There is some evidence that the ratio starts to increase and returns to values
greater than 1 when the solar disk falls below the horizon, presumably because skylight
alone is relatively rich in shorter wavelengths (Figure 5.5).

5.4 Terrestrial Radiation

At the wavelengths associated with solar radiation, emission from radiatively active
gases in the earth’s atmosphere, and from the earth’s surface is negligible, so the pre-
vious section considered only absorption and scattering. In contrast, at wavelengths of
terrestrial radiation (i.e. long-wave radiation originating in the earth’s atmosphere and
at its surface), both absorption and emission are important and will be considered in
this section.

Most natural surfaces can be treated as “full” radiators which emit long-wave radi-
ation, in contrast to the short-wave solar radiation emitted by the sun. At a surface
temperature of 288 K, the energy per unit wavelength of terrestrial radiation (based on
Wien’s Law, p. 39) reaches a maximum at 2897/288 or 10 µm, and arbitrary limits of
3 and 100 µm are usually set for the long-wave spectrum. Figure 5.13 illustrates the
spectrum of radiation that would be emitted to the atmosphere from a surface that was
a full radiator at 288 K.

In the absence of cloud, most of the radiation emitted by the earth’s surface is
absorbed within the atmosphere in specific wavebands by radiatively active atmo-
spheric gases, mainly water vapor and carbon dioxide. A small fraction of radiation
from the surface escapes to space, mostly through the atmospheric window between 8
and 12 µm. The energy absorbed in atmospheric gases is re-radiated (emitted) in all
directions. Atmospheric gases do not emit like full radiators: rather, they have an emis-
sion spectrum similar to their absorption spectrum (Kirchhoff’s principle, p. 38). Figure
5.13 shows the approximate spectral distribution of the downward flux of atmospheric
radiation that would be received at the earth’s surface from a cloudless atmosphere at
263 K. In reality, much of the atmospheric radiation that reaches the surface arises from
gases close to the surface, and consequently close to surface temperature: atmospheric
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Figure 5.13 Spectral distribution of long-wave radiation for black bodies at 298 K and 263 K.
Dark gray areas show the emission from atmospheric gases at 263 K. The light gray area therefore
shows the net loss of radiation from a surface at 288 K to a cloudless atmosphere at a uniform
temperature of 263 K (after Gates, 1980).

radiation that is lost to space is emitted mainly from gases higher in the troposphere
where temperatures are less. Radiation emitted to space is therefore partly surface
emission, escaping through the atmospheric window, and partly atmospheric emission
from the upper troposphere and stratosphere.

To satisfy the First Law of Thermodynamics for the earth as a planet, assuming
that the earth is in equilibrium, the average annual loss of long-wave radiative energy
to space must balance the average net gain from solar radiation. If rE is the radius of
the earth, S∗ is the Solar Constant, ρE is the planetary albedo (the fraction of solar
radiation scattered to space from clouds and the surface), and L is the emitted radiative
flux density (emittance) to space, this balance may be expressed as

(1 − ρE)S∗πr2
E = 4πr2

EL (5.21)

or

L = (1 − ρE)S∗/4.

Taking ρE = 0.30 and S∗ = 1361 W m−2 yields L = 238 W m−2, and using the
Stefan-Boltzmann Law (Eq. 4.2) this corresponds to an equivalent black-body tempera-
ture of the earth viewed from space of 254 K (−19 ◦C). The low value in comparison to
the mean temperature at the surface (about 288 K, 15 ◦C) is an indication of the extent
to which atmospheric gases and cloud create a favorable climate for life on earth. This
phenomenon is commonly called the greenhouse effect, though the term is a poor one,
as real greenhouses become warm by reducing heat loss by the wind and convection
rather than primarily by radiative effects. In fact, the assumption of radiative equilib-
rium for the earth is incorrect: the earth is currently experiencing additional radiative
forcing (i.e. absorption of radiation) of about 1.6 W m−2 relative to pre-industrial times
as a consequence of human activities, primarily emissions of greenhouse gases (IPCC,
2007), and this is causing global warming. If human perturbations of the atmosphere
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were to cease, eventually the earth would come to equilibrium at a new higher temper-
ature satisfying Eq. (5.21).

Analysis of the exchange and transfer of long-wave radiation throughout the atmo-
sphere is one of the main problems of physical meteorology but micrometeorologists
are concerned primarily with the simpler problem of measuring or estimating fluxes
at the surface. The upward radiative flux Lu from a surface can be measured with a
radiometer or from a knowledge of the surface temperature and emissivity. The down-
ward flux from the atmosphere Ld can also be measured radiometrically, calculated
from a knowledge of the temperature and water vapor distribution in the atmosphere,
or estimated from empirical formulae.

5.4.1 Terrestrial Radiation from Cloudless Skies

The radiance of a cloudless sky in the long-wave spectrum (or the effective radiative
temperature) is least at the zenith and greatest near the horizon. This variation is a direct
consequence of the increase in the pathlength of water vapor and carbon dioxide, the
main emitting gases. In general, more than half the radiant flux received at the ground
from a cloudless atmosphere comes from gases in the lowest 100 m and roughly 90%
from the lowest kilometer. The magnitude of the flux received at the surface is therefore
strongly determined by temperature gradients near the ground.

It is convenient to define the apparent emissivity of the atmosphere εa as the flux
density of downward radiation divided by full radiation at air temperature Ta measured
near the ground, i.e.

Ld = εaσT 4
a . (5.22)

Similarly, the apparent emissivity at a zenith angle ψ or εa(ψ) can be taken as the flux
density of downward radiation at ψ divided by σT 4

a . Many measurements show that
the dependence of εa(ψ) on ψ over short periods can be expressed as

εa(ψ) = a + b ln (u secψ), (5.23)

where u is precipitable water (corrected for the pressure dependence of radiative emis-
sion) and a and b are empirical constants that change with the vertical gradient of tem-
perature and with the distribution of aerosol (Unsworth and Monteith, 1975). Integration
of this equation over a hemisphere using Eq. (4.9) gives the effective (hemispherical)
emissivity as

εa = a + b ( ln u + 0.5). (5.24)

Comparing Eqs. (5.23) and (5.24) shows that the hemispherical emissivity is identical
to the emissivity at a representative angle ψ ′ such that

ln (u secψ ′) = ln u + ln secψ ′ = ln u + 0.5.

It follows that ln secψ ′ = 0.5, giving ψ ′ = 52.5◦ irrespective of the values of a and b.
Hence a directional radiometer recording the radiance at 52.5◦ could be used to monitor
the value of εa for cloudless skies, and Ld would be given by Eq. (5.22).
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Formulae for estimating εa for cloudless skies were reviewed by Prata (1996) and
Niemela et al. (2001). The most successful equation was

εa = 1 − (1 + aw) exp −[(b + cw)0.5],
wherew is the precipitable water content of the atmosphere in kg m−2, and the empirical
constants are a = 0.10 kg−1 m−2, b = 1.2, c = 0.30 kg−1 m2. Values of w were
given approximately by

w = 4.65ea/Ta,

where ea is water vapor pressure near the ground (Pa) and Ta is air temperature (K).
An even simpler formula for estimating Ld was developed by Unsworth and Mon-

teith (1975), viz.

Ld = c + dσT 4
a . (5.25)

For measurements in the English Midlands, which covered a temperature range from
−6 to 26 ◦C, the empirical constants were c = −119±16 W m−2 and d = 1.06±0.04.
The uncertainty of a single estimate of Ld was ±30 W m−2. Measurements in Aus-
tralia (Swinbank, 1963) gave similar values of c and d but with much less scatter. The
lack of an explicit dependence of Ld on humidity in expressions such as Eq. (5.25) is
probably because there is often a strong correlation between air temperature and humid-
ity in the lower atmospheric layers responsible for most of the radiant emission.

Using a linear approximation to the dependence of full radiation on temperature
above a base of 283 K allows Eq. (5.25) to be written in the form

Ld = 213 + 5.5T ′
a , (5.26)

where T ′
a is air temperature in ◦C. Outward long-wave radiation, assumed to be σT ′

a
4

(i.e. ε = 1), is given by a similar approximation as

Lu = 320 + 5.2T ′
a (5.27)

The net loss of long-wave radiation is therefore

Lu − Ld = 107 − 0.3T ′
a (5.28)

implying that 100 W m−2 is a good average figure for the net loss to a clear sky (see
Figure 5.14).

If the cloudless atmosphere emitted like a full radiator (an incorrect but commonly
applied simplification in climatology texts), an expression for the effective radiative
temperature T ′

b of the atmosphere could be obtained by writing

Ld = 320 + 5.2T ′
b = 213 + 5.5T ′

a ,

so that

T ′
b = (

5.5T ′
a − 107

)
/5.2 = (

T ′
a − 21

) + 0.06T ′
a .
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Figure 5.14 Black-body radiation at Ta (full circles) and long-wave radiation from clear sky
(open circles) from Eq. (5.25). Straight lines are approximations from Eqs. (5.26) and (5.27),
respectively.

This relation shows that when T ′
a is between 0 and 20◦C, the mean effective radiative

temperature of a cloudless sky is usually about 21–19 ◦C below the mean air temperature
near the ground.

In general, for climatological work, the more complex formulae for estimating Ld
that require humidity or precipitable water data have little additional merit over the
simpler expressions above since the main uncertainty lies in the influence of cloud—
the next topic.

5.4.2 Terrestrial Radiation from Cloudy Skies

Clouds dense enough to cast a shadow on the ground emit long-wave radiation like full
radiators at the cloudbase temperature of the water droplets or ice crystals from which
they are formed. The presence of cloud increases the flux of atmospheric radiation
received at the surface because the radiation from water vapor and carbon dioxide in
the lower atmosphere is supplemented by emission from clouds in the waveband which
the gaseous emission lacks, particularly from 8 to 13 µm (see Figure 5.12). Because
most of the gaseous component of atmospheric radiation reaching the surface originates
below the base of clouds, the gaseous component of the downward flux can be treated
as if the sky was cloudless with an apparent emissivity εa. From Kirchhoff’s principle,
the transmissivity of radiation from the cloud through the air layer beneath cloudbase
is 1 − εa, and if the cloudbase temperature is Tc the downward radiation received at the
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surface from a fully overcast sky will be

Ld = εaσT 4
a + (1 − εa)σT 4

c . (5.29)

Using the linear approximation Eq. (4.5) with δT = Ta−Tc, and ignoring second-order
terms in δT, Tc can be eliminated by writing

σT 4
c = σ(Ta − δT )4

≈ σT 4
a − 4σT 3

a δT = σT 4
a (1 − 4δT /Ta).

Hence Eq. (5.29) may be written

Ld = σT 4
a {1 − 4(1 − εa)δT /Ta} (5.30)

and the emissivity is

εa = Ld/σT 4
a = 1 − 4(1 − εa)δT /Ta.

The analysis of a series of measurements near Oxford, England (Unsworth and
Monteith, 1975) gave an annual mean of δT = 11 K with a seasonal variation of
±2 K, figures consistent with a mean cloud base at about 1 km, higher in summer than
in winter. Taking 283 K as a mean value of Ta for this location gives 4δT /Ta = 0.16,
so that the emissivity of a completely overcast sky (cloud fraction c = 1) at this site
would be

εa(1) = Ld/σT 4
a = 1 − 0.16 {1 − εa} = 0.84 + 0.16εa. (5.31)

For a sky covered with a fraction c of cloud, interpolation gives

εa(c) = cεa(1)+ (1 − c)εa

= (1 − 0.84c)εa + 0.84c. (5.32)

The main limitation to this formula lies in the choice of appropriate values for cloud
temperature and for δT which depend on base height and therefore on cloud type.

It is important to remember that the formulae presented in this section are statistical
correlations of radiative fluxes with weather variables at particular sites and do not
describe direct functional relationships. For prediction, they are most accurate when
the air temperature does not increase or decrease rapidly with height near the surface
and when the air is not exceptionally dry or humid. They are therefore appropriate
for climatological studies of radiation balance but are often not accurate enough for
micrometeorological analyses over periods of a few hours. In particular, the simple
equations cannot be used to investigate the diurnal variation of Ld. At most sites,
the amplitude of Ld in cloudless weather is much smaller than the amplitude of Lu,
behavior to be expected because changes of atmospheric temperatures are governed
by, and follow, changes of surface temperature.
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5.5 Net Radiation

All surfaces receive short-wave radiation during daylight and exchange long-wave radi-
ation continuously with the atmosphere. The net rate at which a surface receives radia-
tion of long and short wavelengths is called the net radiation balance, or net radiation.
(The term balance is used in the same sense as in a bank balance, which may be positive,
negative, or zero depending on gains and losses.) Thus the net radiation received by
unit area of a horizontal surface with reflection coefficient ρ is defined by the equation

Rn = (1 − ρ)St + Ld − Lu. (5.33)

The concept of the net radiation balance can also be applied at the global scale: maps and
animations of the seasonal variation of the earth’s net radiation balance may be found at
http://earthobservatory.nasa.gov/GlobalMaps/view.php?d1=CERES_NETFLUX_M.

Microclimatological applications of Eq. (5.33) are considered in Chapter 8. Here,
a discussion of the net receipt of radiation by a standard horizontal surface is needed
to round off the chapter, although net radiation is not strictly a macroclimatological
quantity: it depends on the temperature, emissivity, and reflectivity of a surface. Net
radiation is measured routinely at only a few climatological stations partly because
of the problem of providing a standard surface but also because instruments in the
past were difficult to maintain. More robust instruments consisting of four independent
sensors for the components of Rn are now available from several manufacturers (e.g.
from Kipp and Zonen B.V., Delft, The Netherlands) which make the task of observing
and interpreting Rn at climatological sites more feasible. Examples of annual and daily
measurements follow.

Figure 5.15 shows the annual change of components in the net radiation balance of a
short grass surface at Hamburg, Germany (54◦N, 10◦E) from February 1954 to January
1955. Each entry in the graph represents the gain or loss of radiation for a period of 24 h.

The largest term in the balance is Lu, the long-wave emission from the grass surface,
ranging between winter and summer from about 23 to about 37 MJ m−2 day−1. The
equivalent mean radiative flux density, found by dividing by the number of seconds in a
day (86,400), is 270–430 W m−2. The minimum values of downward atmospheric radi-
ation Ld (corresponding to about 230 W m−2) were recorded in spring, presumably in
cloudless anticyclonic conditions bringing very cold dry air masses; and maximum val-
ues ( ≈ 380 W m−2)were recorded during warm humid weather in the autumn. The net
loss of long-wave radiation was about 60 W m−2 on average (cf. 100 W m−2 for cloud-
less skies on p. 72) and was almost zero on a few, very foggy days in autumn and winter.

In the lower half of the diagram, the income of short-wave radiation forms a
Manhattan skyline with much larger day-to-day changes and a much larger seasonal
amplitude than the income of long-wave radiation. The maximum value of St is about
28 MJ m−2 day−1 (320 W m−2 ) and St is smaller than Ld on every day of the year.
The reflected radiation is about 0.25St except on a few days in January and February
when snow increased the reflection coefficient to between 0.6 and 0.8.

The net radiation Rn given by (1 − ρ)St + Ld − Lu is shown in the top half of the
graph. During summer at this northerly site (54◦N), the ratio of daily Rn/St was almost
constant from day to day at about 0.57, but the ratio decreased during the autumn and

http://earthobservatory.nasa.gov/GlobalMaps/view.php?d1=CERES_NETFLUX_M
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Figure 5.15 Annual radiation balance at Hamburg, Germany, 1954/55: St, total solar radia-
tion; ρSt, reflected solar radiation; Lu, upward long-wave radiation; Ld, downward long-wave
radiation; Rn, net radiation (after Fleischer, 1955).

reached zero in November. From November until the beginning of February daily Rn
was negative on most days. In summer, net radiation and mean air temperature were
positively correlated with sunshine. In winter, with the sun low in the sky and the days
short, the correlation was negative: sunny cloudless days were days of minimum net
radiation with the mean air temperature below average.

Staff at the University of Bergen maintained records of incoming short- and long-
wave radiation for many years and overcame the problem of maintaining a standard
surface by using black-body radiation at air temperature for Lu and by adopting a
reflection coefficient of 0.2 (grass) or 0.7 (snow) as appropriate (The device of referring
net radiation to a surface at air temperature is convenient in microclimatology too
(see p. 229) and deserves to be more widely adopted.) The shaded part of Figure 5.16
represents the difference between the fluxes Ld and Lu i.e. the net loss of long-wave
radiation; the bold line is Rn. In cloudless weather, the diurnal change in the two
long-wave components is much smaller than the change of short-wave radiation which
follows an almost sinusoidal curve. The curve for net radiation is therefore almost
parallel to the St curve during the day, decreases to a minimum value in the early evening,
and then increases very slowly for the rest of the night (because the lower atmosphere
is cooled by radiative exchange with the earth’s surface). In summer, the period during
which Rn is positive is usually about 2 or 3 h shorter than the period during which St is
positive. Comparison of the curves for clear spring and winter days (Figure 5.15a and
b) shows that the seasonal change of Rn/St noted in Figure 5.14 is a consequence of
(i) the shorter period of daylight in winter and (ii) much smaller maximum values of
St, in winter, unmatched by an equivalent decrease in the net long-wave loss.

Figures 5.17 and 5.18 show the net radiation balances during several cloudless days
of short grass (Corvallis, Oregon), and of an old-growth Douglas fir/Western Hemlock
forest (Wind River, Washington State) in the Pacific Northwest of the USA. By day, solar
radiation is the dominant influence on the radiation balance. The reflection coefficient
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for solar radiation is about 0.23 for the grass and 0.07 for the forest, a consequence of
the optical properties of the foliage and the canopy structure (see Chapters 6 and 8).
The upward long-wave radiation varies less over the forest than over the grass because
the tree foliage remains close to air temperature during the day whereas the short grass
gets much warmer than the air. At night, the net radiation over both surfaces is most
strongly negative shortly after sunset when the canopies are warmer than they are later
in the night, and consequently lose more radiation to the cloudless sky. Unusually, net
radiation at night is similar in magnitude over both canopies. More typically, if wind
speeds had been similar over the grass and the forest, heat stored in the soil would
have flowed upwards to keep the grass canopy warmer than the more isolated forest
canopy. It is likely that the dry soil in summer did not conduct heat effectively in this
example. Figures 5.17 and 5.18 demonstrate a good correlation between Rn and St
which could be used to estimate Rn from total solar radiation records (a method that
has commonly been used (e.g. Kaminsky and Dubayah, 1997)). However, the principles

Figure 5.16 Radiation balance at Bergen, Norway (60◦N, 5◦E): (a) on 13 April 1968, (b) on
11 January 1968. The gray area shows the net long-wave loss and the line Rn is net radiation.
Note that net radiation was calculated from measured fluxes of incoming short- and long-wave
radiation, assuming that the reflectivity of the surface was 0.20 in April (e.g. vegetation) and
0.70 in January (e.g. snow). The radiative temperature of the surface was assumed equal to the
measured air temperature.
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Figure 5.17 Components of the net radiation balance during three cloudless days over short
grass near Corvallis Oregon (45◦N, 123◦W). (data courtesy of Reina Nakamura, Oregon State
University.)

I

Figure 5.18 Components of the net radiation balance during three cloudless days over an old
growth Douglas fir/Western Hemlock forest at Wind River Experimental Forest, Washington,
(46◦N, 120◦W). Legends and line type are as in Fig. 5.17. (data courtesy of Ken Bible, University
of Washington.)
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summarized in this chapter show that such an approach is not only site dependent, but
also surface dependent, so that methods for estimating Rn from its components are
preferable (Offerle et al., 2003).

In the material just presented we have concentrated primarily on radiation fluxes
when skies are cloudless because these conditions provide maximum daily energy to
the surface and are most amenable to analysis. In overcast weather, with low cloud, Ld
becomes almost equal to σT 4

a , so the net long-wave exchange is close to zero and Rn
is almost zero at night. During the day under overcast skies Rn ≈ (1 − ρ)St.

5.6 Problems

1. Estimate the time difference between sunset and the beginning of civil twilight in
Greenwich, England (51.5◦N, 0.0◦W) on 21 June (solar declination 23.5◦).

2. Use the simple model for solar radiation under cloudless skies (p. 64) to estimate
the direct, diffuse, and total solar irradiance on a horizontal surface at 45◦N at local
solar noon on 21 June for three values of aerosol optical thickness, 0.05, 0.20, 0.40.
Assume that the optical thickness for molecular attenuation is 0.30.

3. Using the results of Question 2, estimate the daily insolation at 45◦N at solar noon
on 21 June for the three aerosol loadings assuming cloudless sky.

4. Assuming a cloudless sky, estimate the downward long-wave irradiance and the
atmospheric emissivity at the ground when the air temperature is 25 ◦C. If the sky
was covered by 50% cloud, estimate the long-wave irradiance in this case. Why are
these values only climatological approximations?

5. Four solar radiometers are exposed side by side. A and B have clear glass domes
transmitting all wavelengths in the solar spectrum; C and D have domes that transmit
95% of the radiant energy from 700 to 3000 nm and no radiation below 700 nm.
A and C receive global (total) radiation whereas B and D have a shade ring that
intercepts 10% of radiation from the sky as well as all the direct solar beam. On a
cloudless summer day the instruments give the following outputs: A 11.00 mV; B
1.30 mV; C 5.30 mV; and D 0.25 mV. Assuming that all instruments have the same
sensitivity, 12.0 µV W−1 m−2, calculate (i) the ratio of diffuse to global radiation,
(ii) the fraction of photosynthetically active radiation (0.4–0.7 µm) in the diffuse
component, (iii) the fraction of visible radiation in the direct solar beam, and (iv)
the global irradiance in the photosynthetically active waveband.

6. A farmer plans to plant seeds in a field of soil with a solar radiation reflection coef-
ficient ρs = 0.20. She decides that the soil will be warmer (and germination more
rapid) if she spreads a thin layer of black soot over it, decreasing the solar radiation
reflection coefficient to ρ′

s = 0.05. To assess the effect of the change, she prepares
adjacent plots and records the following data around noon on a cloudless day:

Incident total solar irradiance St = 900 W m−2 (same for both plots).
Difference in net radiation Rn(soot-covered)− Rn(bare soil) = 69 W m−2.
Radiative temperature of bare soil Ts = 303 K.

Estimate the radiative temperature of the soot-covered surface, stating any assump-
tions that you need to make.



6 Microclimatology of Radiation
(i) Radiative Properties of Natural Materials

6.1 Radiative Properties of Natural Materials

When sunlight is intercepted by soil, by water, or by an object such as a leaf or an animal,
energy is absorbed, reflected, and sometimes transmitted. This chapter describes how
radiant energy is partitioned and how this process depends on wavelength. Subsequent
chapters apply this information to review the interception and absorption of radiation
by solid objects, vegetation canopies, and animal coats, and to discuss net radiation in
terms of the radiative and geometrical characteristics of organisms.

At the short-wavelength, high-frequency end of the solar spectrum, the radiative
behavior of biological materials is determined mainly by the presence of pigments
absorbing radiation at wavelengths associated with specific electron transitions. For
radiation between 1 and 3 µm, liquid water is an important constituent of many natural
materials because water has strong absorption bands in this region; and even in the
visible spectrum where absorption by water is negligible, the reflection and transmission
of light by porous materials is often strongly correlated with their water content. In the
long-wave spectrum beyond 3 µm, most natural surfaces behave like full radiators with
absorptivities close to 100% and reflectivities close to zero.

It is important to distinguish between the spectral reflectivity of a surface ρ(λ),
which is the fraction of incident solar radiation reflected at a specific wavelength,
and the reflection coefficient which, in this context, is the average reflectivity over a
specific waveband, weighted by the distribution of radiation in the solar spectrum.
If this distribution is described by a function S(λ), which is the energy per unit
wavelength measured at λ, the energy in the solar spectrum between λ1 and λ2 is∫ λ2
λ1

S(λ)dλ. The reflection coefficient of a surface exposed to solar radiation is
therefore

ρ̄ =
∫ λ2
λ1
ρ(λ)S(λ)dλ

∫ λ2
λ1

S(λ)dλ
. (6.1)

For the solar spectrum the integrations are typically performed from 0.3 to 3 µm. The
transmissivity τ(λ) and the transmission coefficient of a material can be defined in the
same way.

Principles of Environmental Physics, Fourth Edition. http://dx.doi.org/10.1016/B978-0-12-386910-4.00006-8
© 2013 Elsevier Ltd. All rights reserved.
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For the whole solar spectrum, the reflection coefficient of a surface is often called the
albedo, a term borrowed from astronomy and derived from the Latin for “whiteness.”
(An alternative definition offered by Monteith (in discussion following Chapter 17 of
Evans et al., 1976), attributing the origin of the term to studies of the reflectivity of
stars by an astronomer Al Bedo, is a spoof). Because whiteness is associated with the
visible spectrum, we prefer the more general term “reflection coefficient” to albedo in
this context. Reflection coefficient is also sometimes termed reflectance.

Gates (1980) provides a very comprehensive account of the radiative properties of
plant and animal surfaces along with tables of reflection coefficient for many species.
Representative values for a range of surfaces are given in Table 6.1.

Table 6.1 Radiative Properties of Plant and Animal Surfaces

(i) Short-wave reflection coefficients ρ (%)

1 Leaves Upper Lower Average

Maize 29
Tobacco 29
Cucumber 31
Tomato 28
Birch 30 33 32
Aspen 32 36 34
Oak 28 33 30
Elm 24 31 28

2 Vegetation at maximum ground cover
(a) Farm crops Latitude of site (degrees) Daily mean

Grass 52 24
Sugar beet 52 26
Barley 52 23
Wheat 52 26
Beans 52 24
Maize 43 22
Tobacco 43 24
Cucumber 43 26
Tomato 43 23
Wheat 43 22
Pasture 32 25
Barley 32 26
Pineapple 22 15
Maize 7 18
Tobacco 7 19
Sorghum 7 20
Sugarcane 7 15
Cotton 7 21
Groundnuts 7 17

Continued
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Table 6.1 Continued

(b) Natural vegetation and forest Latitude of site (degrees) Daily mean

Heather 51 14
Bracken 51 24
Gorse 51 18
Maquis, evergreen scrub 32 21
Natural pasture 32 25
Derived savanna 7 15
Guinea savanna 9 19

(c) Forests and orchards

Deciduous woodland 51 18
Coniferous woodland 51 16
Orange orchard 32 16
Aleppo pine 32 17
Eucalyptus 32 19
Tropical rain forest 7 13
Swamp forest 7 12

3 Animal coats
(a) Mammals Dorsal Ventral Average

Red squirrel 27 22 25
Grey squirrel 22 39 31
Field mouse 11 17 14
Shrew 19 26 23
Mole 19 19 19
Grey fox 34
Zulu cattle 51
Red Sussex cattle 17
Aberdeen Angus cattle 11
Sheep weathered fleece 26
Newly shorn fleece 42
Man

Eurasian 35
Negroid 18

(b) Birds Wing Breast Average

Cardinal 23 40
Bluebird 27 34
Tree swallow 24 57
Magpie 19 46
Canada goose 15 35
Mallard duck 24 36
Mourning dove 30 39
Starling 34
Glaucous-winged gull 52

Continued
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Table 6.1 Continued

(ii) Long-wave emissivities ε (%)

1 Leaves Average

Maize 94.4 ± 0.4
Tobacco 97.2 ± 0.6
French bean 93.8 ± 0.8
Cotton 96.4 ± 0.7
Sugarcane 99.5 ± 0.4
Poplar 97.7 ± 0.4
Geranium 99.2 ± 0.2
Cactus 97.7 ± 0.2

2 Animals Dorsal Ventral Average
Red squirrel 95–98 97–100
Grey squirrel 99 99
Mole 97 –
Deer mouse – 94
Grey wolf 99
Caribou 100
Snowshoe hare 99
Man 98

6.1.1 Water

6.1.1.1 Reflection

When radiation is incident on clear, still water at an angle of incidence ψ less than
45◦ (with respect to the normal), the reflection coefficient for solar radiation is almost
constant at about 5%. Beyond 45◦, the coefficient increases rapidly with increasing
ψ , approaching 100% at grazing incidence (Figure 6.1). Wavy water surfaces have
lower reflection coefficients than smooth surfaces when observed at the same angle of
incidence because light is reflected from the waves in many directions. For long-wave
radiation, specular reflection occurs from completely smooth water surfaces (Lorenz
1966), with the reflection coefficient increasing as ψ increases, but for rough water
surfaces the reflection is diffuse.

6.1.1.2 Transmission

In the visible spectrum, water is often regarded as transparent, but it has a finite absorp-
tion coefficient with a minimum in the blue-green (460 and 490 nm) which gives natural
bodies of very clean water their characteristic color, particularly when observed over
white sand. Outside this waveband, absorption increases in both directions, but par-
ticularly toward the red end of the spectrum. Whereas 300 m of pure water is needed
to reduce the transmission of blue-green radiation to 1%, the corresponding figure for
red light is only 20 m. In most natural water, however, the presence of organic matter
including chlorophyll depletes the blue end of the spectrum and, in some British lakes,
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Figure 6.1 Reflection coefficient of a plane water surface as a function of solar zenith angle and
cloudiness (from Deacon, 1969).

both blue and red wavelengths are attenuated to 1% at depths less than 10 m (Spence,
1976). Crater Lake, a National Park in Oregon, and the deepest lake in North America
(600 m), is renowned for its deep aquamarine color. This is partly a consequence of the
selective absorption in such deep water of wavelengths longer than that of blue light,
but also because the lake is one of the clearest in the world, with very little organic
material, so that ultra-violet radiation penetrates to 100 m (Hargreaves, 2003).

In the near-infra-red region of the spectrum, water has several absorption bands,
readily identified in the transmission and reflection spectra of soil, leaves, and animal
skins. The centers of the main bands are at 1.45 and 1.95 µm (Figure 6.2). Beyond

Figure 6.2 Transmissivity of pure water as a function of wavelength. Note logarithmic scales
for 1 cm water (left-hand axis) and 1 mm (right-hand axis).
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3 µm, the absorptivity and emissivity of water, measured at normal incidence, are
about 0.995 but, with increasing angle of incidence, they decrease in a complementary
way to the increase of short-wave reflectivity and at 11 µm the emissivity is only
about 0.7 when ψ is 80◦. The angular dependence of the emissivity of water and
other natural surfaces complicates the interpretation of radiometric measurements of
skin temperature in human pathology (Clark, 1976) and of ground surface temperature
observed from aircraft or satellites (Becker, 1981, Becker et al., 1981). The emissivity
of ice and snow is greater than 0.99 in the wavelength range 3–10 µm range and only
decreases slightly at longer wavelengths.

6.1.2 Soils, Metals, and Glass

The reflectivity of soils depends mainly on their organic matter content, on water con-
tent, particle size, and angle of incidence. Reflectivity is usually very small at the blue
end of the solar spectrum, increases with wavelength through the visible and near-infra-
red wavebands and reaches a maximum for solar radiation between 1 and 2 µm. When
water is present, its absorption bands are evident at 1.45 and 1.95 µm (Figure 6.3).

Integrated over the whole solar spectrum, reflection coefficients for solar radiation
range from about 10% for soils with a high organic matter content to about 30% for
desert sand. Even a very small amount of organic matter can reduce the reflectivity of a
soil. Oxidizing the organic component of a loam, which was 0.8% by weight, increased
its reflectivity by a factor of 2 over the whole visible spectrum (Bowers and Hanks,
1965).

Figure 6.3 Reflectance (reflection coefficient) of a loam soil as a function of wavelength and
water content (from Bowers and Hanks, 1965).
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The reflectivity of clay minerals has been measured as a function of their particle
size. Over the spectral range 0.4–2 µm, the reflectivity of kaolinite increases rapidly
with decreasing particle diameter, e.g. from 56% for 1600 µm particles to 78% for
22 µm particles. Aggregates containing relatively large irregular particles appear to trap
radiation by multiple reflection between adjacent faces whereas finely divided powders
expose a more uniform surface, trapping less radiation. Particle size also governs the
transmission of radiation by soils. Baumgartner (1953) measured the transmission of
artificial light by quartz sand. When the particle diameter was 0.2–0.5 mm, a depth of
1–2 mm of sand was enough to reduce the radiative flux by 95%, but for particles of
4–6 mm, a layer 10 mm deep was needed to give the same extinction. In another study,
with fine seed compost, irradiance decreased by more than four orders of magnitude
in a depth of 3 mm but the corresponding change of the red/far-red ratio was small—
from 1.2 to 0.8 (Frankland, 1981). The transmission of radiation through soils has had
little attention from ecologists although the effects of light quality and quantity on seed
germination and root development are well established.

The reflectivity of a soil sample decreases as it gets wetter, mainly because radiation
is trapped by internal reflection at air-water interfaces formed by the menisci in soil
pores. The dependence of reflectivity on water content is evident at all wavelengths but
is strongest in the absorption band at 1.95 µm. Figure 6.3 shows that the reflectivity
of a loam at 1.95 µm decreased from 60% at 1% water content to 14% at 20% water
content. The reflection coefficient of a stable soil can therefore be used to monitor
the water content or water potential (p. 19) of the surface layer (Idso et al., 1975;
Graser and Bavel, 1982). Soil moisture can also be monitored by detecting emission
of radiation at microwave wavelengths of 3–21 cm but emissions at these wavelengths
are sensitive to moisture only in the top few centimeters of soil (Schmugge, 1998).
Additionally, observations at the shorter end of this microwave range are sensitive to
effects of vegetation and surface roughness. Satellite observations of soil moisture using
passive microwave sensing at 21 cm (L-band) avoid such interference but are useful
mainly for regional-scale studies because of their limited spatial resolution (typically
about 35 km). Because of their large field of view, it is difficult to compare satellite
observations with in situ soil moisture measurements, so their absolute accuracy is not
yet established (Collow et al., 2012).

In the long-wave spectrum, the emissivities of common mineral components of soils
range from 0.67 for quartz to 0.94 for clays. Soil emissivity is generally above 0.9 but
with two distinct spectral bands where emissivity is reduced: a band around 8–10 µm
influenced by the quartz content and its grain size; and a band in the 3–5 µm region
where emissivity depends strongly on soil water and organic matter content. Integrated
over the whole long-wave spectrum the emissivity of most agricultural soils is generally
between 0.90 and 0.97.

Metals and man-made materials may have very low emissivities. Polished metal
surfaces have emissivities of 0.01–0.02 (hence the ability of a metal kettle to retain heat).
Low emissivity thin film coatings of metal applied to glass windows can decrease the
emissivity from about 0.94 for uncoated glass to about 0.20 for so-called “low-E” glass.
Windows of low emissivity glass thus reflect a large fraction of long-wave radiation,
increasing the insulating properties of double glazing.
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6.1.3 Leaves

The fractions of incident radiation transmitted and reflected by a leaf depend on the
angle of incidence ψ . Tageeva and Brandt (1961) found that the reflection coefficient
was almost constant for values of ψ between 0◦ and 50◦, but as ψ increased from
50◦ to 90◦(grazing incidence), ρ(λ) increased sharply as a result of specular reflec-
tion. The transmission coefficient was also constant between 0◦ and 50◦ but decreased
between 50◦ and 90◦. Because changes of ρ(λ) and τ(λ) with angle were complemen-
tary, the fraction of radiation absorbed (and available for physiological processes) was
almost constant for angles of incidence less than 80◦.

For the leaves of many common crop species, the absorptivity of green light at
550 nm is about 0.75–0.80: for blue light (400–460 nm) it is 0.95 and for red light
(600–670 nm) about 0.85–0.95 (Figure 6.4). The very sharp decrease of absorption as
wavelength increases beyond 700 nm is physiologically significant because it implies
that within leaf tissue the absorbed radiant energy per unit wavelength in an infra-red
waveband centered at 730 nm is much smaller than the corresponding absorbed energy
in the red at 660 nm. This ratio plays a major role in determining the state of the pigment
phytochrome which governs many developmental processes (Smith and Morgan, 1981).
The existence of the complementary “red edge” in the reflection spectrum of leaves
has been exploited in remote sensing, as discussed later.

The similarity of the transmission and reflection spectra displayed by many leaves
(Figure 6.5) implies that the radiation within them is scattered in all directions by
reflection and refraction at the walls of cells. The only incident radiation not scattered
in this way is the component (about 10%) reflected from the surface of the cuticle
without entering the mesophyll.

To derive approximate values ofρ and τ for the whole solar spectrum, the coefficients
may be assumed equal at 0.1 between 0.4 and 0.7 µm and at 0.4 between 0.7 and
3 µm. Because each of these spectral bands contains about half the total radiation, the

Figure 6.4 Average absorptivity for leaves of eight field-grown crop species (from McCree,
1972).
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Figure 6.5 Idealized relation between the spectral reflectivity, transmissivity, and absorptivity
of a green leaf.

approximate coefficients for the whole spectrum are

ρ = τ = (0.1 × 0.5)+ (0.4 × 0.5) = 0.25.

This value is consistent with measurements on leaves of a number of species recorded
in Table 6.1. Because the visible spectrum makes a relatively small contribution to the
reflection and transmission of solar radiation by leaves, differences in leaf color are
largely irrelevant in terms of the (total) reflection coefficient. However, Ehleringer and
Bjorkman (1978) reported that particularly pubescent (hairy) leaves of the desert shrub
Encelia farinosa had a reflectivity throughout the PAR region about 50% larger than
closely related Encelia species from less arid environments, perhaps as an adaptation
to large radiation loads. White pubescent leaves have reflection coefficients for total
solar radiation of 0.35–0.40 (Jones, 1992).

6.1.4 Canopies of Vegetation

The fractions of incident solar radiation reflected and transmitted by a dense stand of
vegetation depend on two main factors: the fraction intercepted by foliage, and the
scattering properties of the foliage. (In this context, “foliage” includes stems, petioles,
etc. but their role in interception is often neglected.) The intercepted fraction depends,
in turn, on the area of foliage specified as a Leaf Area Index (plan area of leaves per unit
ground area) and on the spatial distribution of foliage with respect to the direction of
radiation. The scattered fraction depends on the optical properties of leaf cuticles, cell
walls, and pigments. When the foliage is not dense enough to intercept all the incident
radiation, the reflection coefficient of the stand depends to some extent on reflection
from the soil as well as from foliage. Detailed analysis of radiative transfer in canopies
is considered in Chapter 7.

In general, maximum values of ρ (see Table 6.1) are recorded over relatively smooth
surfaces such as short pasture and closely cut lawns. For crops growing to heights of
50–100 cm, ρ is usually between 0.18 and 0.25 when ground cover is complete but
values as small as 0.10 have been recorded for forests (Figure 6.6). These differences
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Figure 6.6 Relation between height of vegetation and reflection coefficient (from Stanhill, 1970).

can be interpreted in terms of the trapping of radiation by multiple reflection between
adjacent leaves and stems. For the same reason, the reflection coefficient for most types
of vegetation changes with the angle of the sun. Minimum values of ρ are recorded as
the sun approaches its zenith, andρ increases as the sun descends to the horizon because
there is less opportunity for multiple scattering between the elements of the canopy. The
dependence of ρ on zenith angle may explain why reflection coefficients for vegetation
measured in the tropics are usually somewhat smaller than the coefficients for similar
surfaces at higher latitudes. Table 6.1 lists values of ρ for canopies of various crops
and native species.

6.1.5 Animals

The coats and skins of animals reflect solar radiation both in the visible and in the infra-
red regions of the spectrum, and reflectivity is a function of the angle of incidence of
the radiation, as for water and leaves. Figure 6.7 shows that the reflectivity of hair coats
increases throughout the visible spectrum (like soil), and that intra- and inter-specific
differences of reflectivity are much larger than for leaves. The maximum reflectivity
of several types of coats is found between 1 and 2 µm and water is responsible for
absorption at 1.45 and 1.95 µm. Beyond 3 µm, the absorptivity and emissivity of most
types of coat is between 90% and 95%.
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Figure 6.7 Spectral reflectance (reflectivity) of animal coats. Hereford, Holstein, and Jersey are
breeds of cattle (from Mount, 1968).

The measurements of coat reflectivity plotted in Figure 6.7 were made in the labo-
ratory on samples of coats exposed to radiation at normal incidence. When Hutchinson
et al. (1975) used a miniature solarimeter to measure reflection from the coats of live
animals standing in the field, they found a marked dependence of reflection coefficient
on the local angle of incidence of direct sunlight. For water buffalo with relatively
smooth coats exposed to sun at an elevation of 48◦ (Figure 6.8a), a minimum reflec-
tion coefficient of 0.25 was recorded when the angle of incidence was minimal but ρ
was more than 0.7 at grazing incidence because of the large contribution from specular
reflection. The change of reflection with angle was much smaller for Merino sheep with
deep, woolly coats (Figure 6.8b). The implication of this work is that laboratory mea-
surements of reflection, usually made at normal incidence, may be an unreliable guide
to the effective reflection coefficient for an animal in the field, particularly for species
with relatively smooth coats. Cena and Monteith (1975) found that forward scattering
was large in white animal coats, so that, depending on coat density, the color of the
skin below the coat could be important in determining overall reflection and absorp-
tion coefficients. Their analysis is discussed later (p. 125). Table 6.1 summarizes some
measurements of the reflection coefficients of animal and bird coats.

Most measurements of skin reflectivity reported in the literature refer to an almost
hairless animal—Man. In the absence of hair, solar radiation penetrates skin to a depth
that depends on pigmentation. In humans the penetration ranges from several millime-
ters in Caucasian subjects with light skin to a few tenths of a millimeter in dark-skinned
subjects with a much greater concentration of melanin in the corneum. Corresponding
reflection coefficients range from 20% for dark skins to 40% for light. Figure 6.9 shows
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(a) (b)

Figure 6.8 Reflection coefficient (solar reflectivity) in individual positions, and weighted mean
reflection coefficient (horizontal lines) (a) for swamp water buffalo calves and (b) for Merino
sheep with fleeces 6 cm deep. The animals stood sideways onto the sun. Numbers in brackets
represent mean solar elevation (from Hutchinson et al., 1975).

Figure 6.9 Spectral reflectivity of skin on an author’s thumb from a recording by Dr. Warren
Porter in his laboratory at the University of Wisconsin on 18 April 1969.
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that the reflectivity of white skin is maximal at about 0.7 µm and decreases to a few
percent at 2 µm.

6.2 Problems

1. In clear water, 1% of incident red radiation and 75% of blue-green radiation are
transmitted to 20 m. Assuming that both wavebands are attenuated exponentially
(i.e. transmitted fraction = exp(−kd), where k is an attenuation constant and d is
depth), what would be the ratio of energy in the two wavebands at 100 m?

2. A leaf of a desert plant has a reflection coefficient of 0.2 in the PAR waveband and
0.4 for all wavelengths of solar radiation. What is its reflection coefficient for the
waveband from 0.7 to 3 µm? Speculate on the benefits that these unusual reflection
coefficients could have.



7 Microclimatology of Radiation
(ii) Radiation Interception by Solid Structures

In conventional problems of micrometeorology, fluxes of radiation at the Earth’s sur-
face are measured and specified by the receipt or loss of energy per unit area of a
horizontal plane. In this chapter, methods are described for estimating the amount of
radiation intercepted by the surface of a plant or animal, for example, by multiplying
the horizontal irradiance by a shape factor that depends on (i) the geometry of the
surface and (ii) the directional properties of the radiation. To make the analysis more
manageable, objects such as spheres or cylinders with a relatively simple geometry are
often used to represent the more irregular shapes of plants and animals, a reminder
that the apocryphal jokes about theoretical physicists and spherical cows can lead to
practical applications.

Radiation interception by buildings, other structures, and sloping surfaces also can
be analyzed using simple geometric models. Appropriate shape factors for various solid
structures and slopes are derived in this chapter. In the next chapter the principles are
applied to estimate radiation interception by plants and animals.

The radiation intercepted by an organism or its analog can be expressed as the mean
flux per unit area of surface. A bar will be used to distinguish this measure of irradiance
from the conventional flux on a horizontal surface, e.g. when solar irradiance is S
(W per m−2 horizontal area), the corresponding irradiance of a sheep or a cylinder will
be written S (W per m2 total area).

7.1 Geometric Principles

7.1.1 Direct Solar Radiation

The flux of direct solar radiation is usually measured either on a horizontal plane (Sb)

or on a plane perpendicular to the sun’s rays (Sp). For any solid object exposed to
direct radiation at elevation β, a simple relation between the mean flux Sb and the
horizontal flux Sb can be derived from the relation between the area of shadow Ah
cast on a horizontal surface and the area of shadow projected in the direction of the
beam Ap.

The area projected in the direction of the sun’s rays is Ap = Ah sin β (Figure 7.1)
and the intercepted flux is

ApSp = (Ah sin β)Sp = AhSb, (7.1)

Principles of Environmental Physics, Fourth Edition. http://dx.doi.org/10.1016/B978-0-12-386910-4.00007-X
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Figure 7.1 Area A projected on a surface at right angles to the solar beam (Ap) and on a
horizontal surface (Ah).

i.e. the area of shadow on a horizontal plane multiplied by the irradiance of that plane.
Then if the surface area of the object is A

Sb = (Ah/A)Sb, (7.2)

i.e. the mean incident flux density of the solar beam Sb over the surface of the object
may be expressed as the product of the ratio (Ah/A) and the beam irradiance Sb
on a horizontal surface. The ratio (Ah/A), the shape factor, can be calculated from
geometrical principles or measured directly from the area of a shadow or from a shadow
photograph.

7.1.1.1 Shape Factors

Sphere
The shadow cast by a sphere of radius r has an area Ah of πr2/ sin β (Figure 7.2). The
surface area A of the sphere is 4πr2 so

Ah

A
= πr2

4πr2 sin β
= 0.25 cosec β. (7.3)

The mean beam irradiance of a sphere is therefore

Sb = (
0.25 cosec β

)
Sb = 0.25Sp. (7.4)

For example, applying Eq. (7.4) to the Earth, for which the beam irradiance at normal
incidence Sp is 1361 W m−2 (the Solar Constant or TSI), demonstrates that the mean
beam irradiance of the Earth’s atmosphere from space (i.e. the entire spherical surface)
is 0.25Sp = 340 W m−2.
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Figure 7.2 Geometry of a sphere projected on a horizontal surface.

Figure 7.3 Geometry of an ellipsoid with semi-axes a and b projected on a horizontal surface.

Ellipsoid
A sphere is a special type of ellipsoid—a solid whose cross-section is elliptical in one
direction and circular about an axis of rotation at right angles to that direction. If the
elliptical cross-section through the center of the ellipsoid has a vertical semi-axis a and
a horizontal semi-axis b (Figure 7.3), it can be shown that a beam at elevation β will
cast a horizontal shadow with area

Ah = πb2{1 + a2/(b2 tan2 β)
}0.5

, (7.5)

which reduces to Ah = πb2 for a vertical beam and to Ah = πb2/ sin β when a = b.



98 Principles of Environmental Physics

Figure 7.4 Geometry of a vertical cylinder projected on a horizontal surface.

The surface area of an oblate spheroid (b > a) is

A = 2πb2{1 + (a2/(2b2ε1)) ln[(1 + ε1)/(1 − ε1)]
}
, (7.6)

where

ε1 = [1 − (a2/b2)]0.5 (7.7)

and the surface area of a prolate spheroid (a > b) is

A = 2πb2{1 + (a/(bε2)) sin−1 ε2
}
, (7.8)

where

ε2 = [1 − (b2/a2)]0.5. (7.9)

The ratio Ah/A can now be found by dividing Eq. (7.5) by Eq. (7.6) or (7.8) as appro-
priate.

Vertical cylinder
Figure 7.4 shows a vertical cylinder of height h and radius r suspended above the
ground. The shadow area has two components: h cot β × 2r from the curved surface
and πr2 from the top and bottom.

The total surface area of the cylinder is 2πrh + 2πr2 so

Ah

A
= 2rh cot β + πr2

2πrh + 2πr2 = (2x cot β)/π + 1

2x + 2
, (7.10)

where x = h/r .
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Figure 7.5 The area of an erect male figure projected in the direction of the solar beam for
different values of solar azimuth and altitude. The silhouettes were obtained photographically
by Underwood and Ward (1966).

Underwood and Ward (1966) measured 25 male and 25 female subjects wearing
slips or swim suits and photographed them from 19 different angles. (Silhouettes from
eight angles are shown in Figure 7.5.)

The average projected area of all 50 subjects was found from the area of each
silhouette with proper correction for parallax. When the areas presented at three azimuth
angles (0◦, 45◦, 90◦) were averaged, the mean projected body area was very close to
the projected area of a cylinder with

h = 1.65 m, r = 0.117 m, x = 14.1.

Changes of the projected area with azimuth were taken into account by fitting the
measurements to the equation of a cylinder with an elliptical rather than a circular
cross-section.

Values of ratio Ah/A for vertical cylinders are plotted in Figure 7.6 as a function of
β and x .
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Figure 7.6 The ratio Ah/A for vertical cylinders with height/radius ratios (x) of 1 and 14.

At a solar elevation of β = 32.5◦, cot β/π = 0.5 and, from Eq. (7.10), Ah/A = 0.5
independent of x . When β < 60◦ and x > 10, Ah/A is almost independent of x , so
Eq. (7.10) with a standard value of x = 14 will give a good estimate of the radiation
intercepted by a wide range of human shapes from the ectomorph (slim, linear) to the
endomorph (corpulent, pear-shaped).

As an example of natural selection in plants, Saguaro cacti have tall vertical cylin-
drical stems and arms, and Figure 7.6 demonstrates that this structure minimizes solar
radiation interception when the sun is high in the sky, thus avoiding excessive tissue
temperatures in the extreme desert climate.

Horizontal cylinder
For a horizontal cylinder with dimensions (h, r), Ah depends on solar azimuth as well
as elevation. Defining the azimuth angle θ as the angle between the axis of the cylinder
(θ = 0) and the solar azimuth, it can be shown that the length projected in the direction
β, θ is h(1−cos2 β cos2 θ) and the projected width is 2r independent of β and θ . Thus
for the curved surface only

Ah = Ap cosec β = 2rh cosec β(1 − cos2 β cos2 θ)0.5. (7.11)

The illuminated end of the cylinder can be treated as a vertical plane (see section
on inclined planes p. 104) and if α is taken as π/2 in Eq. (7.16)

Ah = πr2 cot β cos θ (end only). (7.12)
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The total area of the cylinder including the unlit end is A = 2πrh + 2πr2, giving
for the whole cylinder

Ah

A
= 2rh cosec β(1 − cos2 β cos2 θ)0.5 + πr2 cot β cos θ

2πrh + 2πr2

= cosec β{2π−1x(1 − cos2 β cos2 θ)0.5 + cos β cos θ}
2(x + 1)

, (7.13)

where x = h/r .
For the special case of a cylinder at right angles to the sun’s rays, θ = π/2, and

Ah/A reduces to

Ah

A
= x cosec β

π(x + 1)
and

Ap

A
= x

π(x + 1)
. (7.14)

The projected area of sheep was determined photogrammetrically by Clapperton et al.
(1965) and was compared with the area of equivalent horizontal cylinders whose dimen-
sions were determined from photographs at θ = 0 (end view) and β = π/2 (plan view).
One set of values quoted for fleeced sheep was

h = 0.91 m, r = 0.23 m, x = 4.1.

With the sun at right angles to the axis, the cylindrical model underestimated the
interception of direct radiation by about 20% when β was less than 60◦ but with the
sheep facing the sun the model over-estimated interception by 10–30%. Agreement
could probably have been improved by using Eq. (7.13) instead of calculating h and
r from two angles only, but for random orientation the error in using the dimensions
quoted would be very small.

Figure 7.7 shows Ah/A for horizontal cylinders plotted as a function of β for four
values of azimuth angle and x = 4. When β exceeds 50◦, the shape factor is almost
independent of θ and is therefore nearly proportional to cosec β. This implies that the
radiation intercepted by a cylinder with x = 4 will be almost independent of the solar
azimuth provided solar elevation exceeds 50◦. For x < 4 the corresponding angle will
be less than 30◦. However, when the solar elevation is very low, Figure 7.7 shows that
the radiation intercepted by a cylinder of these dimensions perpendicular to the sun
(θ = 90◦) would be almost double that of a cylinder with axis parallel to the sun’s
direction (θ = 0). On cool sunny mornings grazing animals often position themselves
perpendicular to the sun’s beam to receive this benefit.

Cone
The interception of radiation by a cone is an interesting problem, relevant to the distri-
bution of radiant energy when leaves on a single tree (Figure 7.8) or on the foliage of
a crop are distributed randomly with respect to the points of the compass.

The cone in Figure 7.9 has a slant side of unit length, making an angle α with the
base, so the perpendicular height is sin α and the base area is π cos2 α. For direct
radiation incident at an angle β > α (not shown), the walls are fully illuminated and
the shadow cast on a horizontal surface by the whole cone is simply the shadow area of
the base Ah = π cos2 α. As the area of the walls is A = π cos α × 1, the shape factor
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Figure 7.7 The ratios Ah/A for horizontal cylinders at different values of solar elevation (β)

and azimuth (θ) with a length/radius ratio of x = 4.

Figure 7.8 A juniper tree with a conical shape, casting a shadow which closely resembles the
lower part of Figure 7.9. The amount of direct solar radiation intercepted by the tree could
therefore be calculated from Eq. (7.15).

for the walls alone is Ah/A = cos α. When β < α, the shadow has a more complex
form shown in Figure 7.9. The walls are now partly in shadow: at the base, CDB is
illuminated, BEC is not, and the shadow can be delineated by projecting tangents at B
and C to meet at A. The sector of the cone in shadow can now be specified by the angle
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Figure 7.9 The geometry of a cone projected on a horizontal surface.

AOB = AOC = θ0. Now OB = cos α, AO is the horizontal projection of the axis of
the cone, i.e. sin α cot β, and as ABO is a right angle, AB = sin α cot β sin θ0. The
cosine of θ0 is OB/AO = cos α/( sin a cot β). It follows that the area of the shadow is

ABDC = EBDC + 2ABO − CEBO

= circle + 2 triangles − sector of circle

= π cos2 α + cos α sin α cot β sin θ0 − θ0 cos2 α

= cos α{(π − θ0) cos α + sin α cot β sin θ0}.
As the total area of the cone is π cos α(1 + cos α) the shape factor is

Ah

A
= (π − θ0) cos α + sin α cot β sin θ0

π(1 + cos α)
, (7.15)

where θ0 = cos−1 ( tan β cot α).
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Figure 7.10 Geometry of a square plane, ABCD, projected on a horizontal surface when the
edges AC and BD are parallel to solar beam.

Inclined plane
Figure 7.10 shows the end and plan views of a square plane with sides of unit length
making an angle α with the horizon XY and exposed to a beam of radiation at an
elevation β at right angles to the edge AB.

The shadow CEFD has a width EF = AB = 1 so Ah is (BF−BD)×1 or sin α cot β −
cos α.

If the beam made an angle θ with respect to the direction AC (Figure 7.11), the
shadow would move to the position indicated by CE′F′D where AE′ = AE = sin α

cot β. The shadow becomes a parallelogram with an area CG × CD so Ah is [(AE′
cos θ) − AC] × 1 or sin a cot β cos θ − cos α.

When β > α, the area is [cos α − sin a cot β cos θ ] and, for all values of α and
β, the projected area can be written | cos α − sin α cot β cos θ |, the positive value of
the function. Because any plane with area A can be subdivided into a large number of
small unit squares, the shape factor of a plane is

Ah

A
= | cos α − sin α cot β cos θ |. (7.16)

This function can be used to estimate the direct radiation on hill slopes, solar panels,
or the walls of houses. Then α depends on the geometry of the system, β depends on
solar angle, and θ depends both on geometry and on the position of the sun. Relevant
calculations and measurements can be found in a number of texts (e.g. Duffie and
Beckman, 2013). The example in Figure 7.12 emphasizes the large difference of daily
irradiance by the direct solar beam on slopes of different aspect. At the equinox, the
figure demonstrates that a north-facing plane at latitude 45◦N would receive no direct
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Figure 7.11 Geometry of a rectangle projected on a horizontal surface when the edge makes
angle θ with the solar beam.

Figure 7.12 Daily integral of direct solar radiation at the equinoxes for latitude 45◦N (from
Garnier and Ohmura, 1968).
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solar radiation if its slope exceeded 45◦. This is because the maximum elevation of the
sun at such a site on this date is 45◦(see p. 51). In contrast, a south-facing plane would
receive maximum daily direct radiation if its slope was 45◦. Variation in the radiation
incident on slopes of different aspect is often responsible for major differences of
microclimate and plant response.

7.1.2 Diffuse Radiation

In addition to any incident flux of direct radiation, natural objects are exposed to four
discrete streams of diffuse radiation with different directional properties.

1. Incoming short-wave diffuse radiation: The spatial distribution of this flux depends
on the elevation and azimuth of the sun and on the degree of cloud cover
(pp. 61–62).

2. Incoming long-wave radiation: When the sky is cloudless, the intensity of atmo-
spheric radiation decreases by about 20–30% from the horizon to the zenith, as
may be shown using Eq. (5.23). Under an overcast sky however, the flux is nearly
uniform in all directions (p. 73–74).

3. Reflected solar radiation: The amount of radiation received by reflection from an
underlying surface depends on its reflection coefficient, and the angular distribution
of the flux is determined by the surface structure. Natural vegetation and agricultural
crops are often composed of vertical elements which shade each other and more
radiation is reflected from sunlit than from shaded areas.

4. Long-wave radiation emitted by the underlying surface: Like the reflected compo-
nent of diffuse radiation, the spatial distribution of this flux depends on the dispo-
sition of sunlit (relatively warm) and shaded (relatively cool) areas.

The different angular variations of the four diffuse components are difficult to handle
analytically, but for the purposes of establishing the radiation balance of a leaf or animal
the angular variations can often be ignored. The following treatment deals with the
interception of isotropic radiation, i.e. the intensities of the diffuse fluxes are assumed
independent of angle. Additional formulae for long-wave radiation were derived by
Unsworth (1975) for slopes and regular solids, and by Johnson and Watson (1985) for
complex shapes.

7.1.2.1 Shape Factors

Plane surfaces
A horizontal flat plate facing upwards receives diffuse fluxes of Sd and Ld in the short-
and long-wave regions of the spectrum. The corresponding fluxes on a surface facing
horizontally downwards are ρSt and Lu.

A flat plate at any angle α to the horizon receives radiation from all four sources on
both its surfaces. To estimate how the irradiance from each of these sources depends
on α, the atmosphere and the ground can be replaced by two hemispheres AOC and
AO′C (Figure 7.13).
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Figure 7.13 Diagram for calculating the diffuse irradiance at a point X in the center of a sphere
from a sector of the sphere subtending an angle α at the equatorial plane.

The plane of the horizon is ABCD and the plane of the plate is DEBF, making an
angle α with the horizontal plane. The irradiance of the plate from the sector of the sky
represented by DCBE could be calculated by dividing this sector into a large number
of small elements d A then integrating the product of d A and the cosine of the angle
between each element and the normal to the surface of the plate. This process can be
avoided by the device described on p. 45, i.e. the sector DCBE is projected onto the
plane of the plate.

The area of this projection is the semi-circle DEBX plus the semi-ellipse DC′BX,
i.e. π/2 + (π cos α)/2 if the hemisphere has unit radius. If N is the (uniform) radiance
emitted by elements on the hemisphere, the irradiance from the sector will be (π/2)

(1 + cos α)N. For a horizontal surface, α = 0 and the irradiance is πN (Eq. (4.8)). The
ratio of the irradiance of a surface at angle α to the irradiance of a horizontal surface is
therefore (1 + cos α)/2 = cos2 (α/2). For an inclined plane the factor (1 + cos α)/2
for diffuse radiation is equivalent to the factor Ah/A derived for direct radiation.

If a flat leaf or other plane surface is exposed above the ground at an angle α, both
surfaces will receive short- and long-wave radiation from the sky and from the ground.
When the four fluxes of radiation are isotropic, they can be written as follows:

Short-wave Long-wave
Upper surface cos2 (α/2)Sd + sin2 (α/2)ρSt, cos2 (α/2)Ld + sin2 (α/2)Lu

Lower surface sin2 (α/2)Sd + cos2 (α/2)ρSt, sin2 (α/2)Ld + cos2 (α/2)Lu
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Figure 7.14 Irradiance of planes (direct and diffuse solar radiation) at latitude 45◦N as a function
of solar elevation β, elevation of the plane α, and azimuth angle θ between the solar beam and
the normal to the plane. From measurements by Kondratyev and Manolova (1960).

The sum of all eight components is simply (Sd + ρSt + Ld + Lu). Note that this
sum is the irradiance of both sides of the leaf, i.e. twice the plan area. The condition
that the upward fluxes of radiation are approximately isotropic requires that the height
of the plane above the ground should be large compared with its dimensions so that its
shadow can be neglected.

The total solar radiation received by plane surfaces with different slopes and aspects
can be calculated by summing the direct and diffuse components. The curves in
Figure 7.14 were derived by Kondratyev and Manolova (1960) who found that it was
essential to allow for the spatial distribution of radiation from the blue sky (pp. 61–62)
in order to describe the diurnal change of irradiance on slopes with α exceeding 30◦.
However, they also found that daily totals of radiation on slopes could be calculated
accurately by assuming that the diffuse flux was isotropic, so that the daily insolation
was the sum of the individual hourly values of (i) the direct radiation on the slope, (ii) the
diffuse flux from the sky, cos2 (α/2)Sd, and (iii) the diffuse flux from the surrounding
terrain, sin2 (α/2)ρSt.

Cone
The diffuse irradiance on the walls of a cone with base angle α is equal to the irradiance
of the upper surface of a plate at an elevation of α.

Vertical cylinder
For a vertical surface, cos α = 0, so the receipt of short-wave radiation is (Sd +ρSt)/2
and the receipt of long-wave radiation is (Ld + Lu)/2.

Horizontal cylinder
The components of irradiance for the upper and lower surfaces of a horizontal cylinder
can be found by integrating the factors (1+cos a)/2 and (1−cos α)/2. The integration
yields factors of 0.5+π−1 = 0.82 and 0.5−π−1 = 0.18. With these approximations,
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the components are:

Short-wave Long-wave
Upper half surface 0.82Sd + 0.18ρSt, 0.82Ld + 0.18Lu
Lower half surface 0.18Sd + 0.82ρSt, 0.18Ld + 0.82Lu

The components for each half surface are the same as they would be for the upper
and lower surfaces of a plane with slope α ≈ 50◦ and the sum of all the components is
simply (Sd + ρSt) + (Ld + Lu) which is the sum for any plane surface.

7.2 Problems

1. Plot a graph showing how the shape factor of an oblate spheroid, with a ratio of
vertical semi-axis to horizontal semi-axis (a/b) of 0.5, varies with solar elevation β.

2. Treating a penguin as a vertical cylinder with the ratio x of height/radius = 5, cal-
culate the mean direct radiation flux S̄b incident per unit body area, when the solar
elevation is 10◦ and the direct irradiance at normal incidence Sp is 800 W m−2.

3. A leaf is exposed at 30◦ to the horizontal above bare soil under an overcast sky. Inci-
dent radiation on a horizontal surface is Sd = 150 W m−2 and Ld = 290 W m−2.
If the soil reflection coefficient is 0.15, emissivity is 1.0, and temperature is 15 ◦C,
calculate the short- and long-wave irradiances of the leaf surfaces. (Assume that the
diffuse radiation is isotropic and that the leaf is far enough above the surface for the
shadow to be ignored.)



8 Microclimatology of Radiation
(iii) Interception by Plant Canopies and

Animal Coats

The previous chapter developed equations that describe the interception of direct and
diffuse radiation by solid objects and sloping planes. In this chapter they are applied to
the interception of radiation by plant canopies and animal coats. The chapter concludes
with applications of the principles of the radiation balance and interception to compare
the net radiation budgets of leaves, canopies, animals, and man.

8.1 Interception of Radiation by Plant Canopies

In treating the interception of solar radiation by vegetation, we will begin with dis-
cussion of transmission of radiation through an artificial canopy where all leaves are
“black,” i.e. they absorb all solar radiation that they intercept. This avoids the compli-
cations of reflection and transmission of radiation while we explore the influences of
leaf angle distribution and the principles of transfer of direct and diffuse radiation in
these artificial canopies. This first section also discusses the calculation of the distribu-
tion of irradiance on foliage, important for estimating transpiration and photosynthesis
in canopies. Then the analysis is extended to canopies where leaves have the spectral
properties discussed earlier, so transmission of radiation through the canopy includes
radiation streams scattered from, and transmitted by, leaves in addition to the radiation
passing through gaps between leaves.

8.1.1 Black Leaves

8.1.1.1 Direct Radiation

The principles of radiation geometry can now be applied to estimate the distribution of
radiant energy within a plant canopy with horizontally uniform foliage. The amount of
foliage is conventionally specified as a leaf area index L . For flat leaves, L is defined as
the area of leaves per unit area of ground taking only one side of each leaf into account.
For the needles of conifers, which can often be assumed cylindrical, it is convenient to
define L as one-half the total leaf area per unit ground surface area (Chen and Black,
1992). To avoid the complications of scattering and transmission initially, the leaves
are assumed to be black (close to reality for the visible spectrum at least—see Fig. 6.4).
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We want to investigate how the radiation intercepted by foliage depends on the leaf
area index and the leaf angle distribution (initially a horizontal distribution).

Suppose that a thin horizontal layer of black leaves, exposed to direct solar radiation,
contains a small leaf area index d L . The rate at which energy is intercepted by d L is
the area of shadow cast by the leaves on a horizontal plane multiplied by the horizontal
beam irradiance Sb (p. 96). The required shadow area is d L times the shadow cast by
unit area of leaf which is (Ah/A). The product (Ah/A)d L is the area of horizontal
shadow per unit ground area (a shadow area index) and the intercepted radiation can
now be expressed as

dSb = −(Ah/A)Sbd L

= −KsSbd L , (8.1)

where the attenuation coefficient, Ks, is defined as

Ks = Ah/A.

Equation (8.1) implies that the mean irradiance of unit leaf area is −dSb/d L =
KsSb. The minus sign is needed if L is measured downwards from the top of the
canopy. Integration of this equation gives

∫ Sb(L)

Sb(0)

1

Sb
dSb = −Ks

∫ L

0
d L ,

ln Sb(L) − ln Sb(0) = −KsL ,

Sb(L) = Sb(0) exp (−KsL), (8.2)

where Sb(L) is the direct solar irradiance incident on a horizontal plane below a leaf
area index L measured from the top of the canopy, where the direct solar irradiance is
Sb(0). This is a special case of Beer’s Law (see p. 46). It may also be written as

τ = exp (−KsL), (8.3)

where the ratio Sb(L)/Sb(0) is a transmission coefficient τ (i.e. the relative solar irra-
diance on a horizontal plane below a leaf area index L). The ratio Sb(L)/Sb(0) is also
the fractional area of sunflecks on a horizontal plane below L . The area of sunlit foliage
between L and (L + d L) is therefore {Sb(L)/Sb(0)} d L and in a stand with a total leaf
area index of L t the leaf area index of sunlit foliage is

∫ L t

0
{Sb(L)/Sb(0)} d L =

∫ L t

0
exp (−KsL)d L = K−1

s [1− exp (−KsL t)]

which has a limiting value of 1/Ks at large values of L t.
For horizontal leaves, the shadow area is equal to the leaf area, independent of solar

elevation, so Ks = 1 for this special case (Eq. (8.1)). We now consider how values of
Ks can be deduced for other leaf angle distributions by approximating from the area of
shadows cast by cylinders, spheres, and cones as presented on pp. 96 to 104.
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Figure 8.1 The distribution of radiation over two surfaces of a cylinder representing the irradi-
ance of a large number of vertical leaves.

Vertical Leaf Distribution
If all the leaves in a canopy hung vertically facing at random with respect to azimuth
or compass angle, they could be rearranged in a pattern like vertical slats on the curved
surface of a vertical cylinder. This cylinder could be split along a central plane at
right angles to the sun’s rays (Figure 8.1). The convex half of the cylinder represents
leaves illuminated on one side (e.g. the upper surface) and the concave half represents
the leaves illuminated on the lower surface. The appropriate value of Ks = Ah/A is
therefore twice the value derived for the curved surface of a solid cylinder, i.e.

Ks = 2( cot β)/π (cf. p. 98, excluding the area of the cylinder end).

Spherical and Ellipsoidal Leaf Distribution
If the leaves in a canopy were distributed at random with respect to their angles of
elevation as well as their azimuth angles, they could be rearranged on the surface of a
sphere. Splitting the sphere at the equatorial plane normal to the sun’s rays gives two
hemispheres representing the two sides from which the leaves could be illuminated,
analogous to the previous example. The appropriate value of Ks is twice the value of
the shape factor derived for a sphere, i.e.

Ks = 0.5 cosec β (cf. p. 96).
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Figure 8.2 Dependence of attenuation coefficient for direct radiation Ks = 2Ah/A on solar
elevation when leaf angle distribution is ellipsoidal with a/b = ratio of vertical to horizontal
semi-axis (see p. 97). The case a/b = 1 corresponds to a spherical distribution.

More generally, if the distribution of leaves is ellipsoidal, the value of Ks = 2Ah/A
can be found from Eq. (7.5) and either Eq. (7.6) or (7.8). Figure 8.2 shows the extent
to which values for oblate ( a

b < 1) or prolate ( a
b > 1) spheroids depart from the

spherical case a
b = 1. Note that when β ≈ 30◦,Ks ≈ 1, almost independent of β, i.e.

ellipsoids behave like horizontal planes (cf. p. 112). Campbell (1986) demonstrated
that the ellipsoidal distribution describes the foliage structure of many plant species,
and he derived a general expression for Ks when the solar elevation is β, namely

Ks(β) = (x2 + cot2 β)0.5

x + 1.774(x + 1.182)−0.733 , (8.4)

where the parameter x is the ratio of the average projected areas of canopy elements
on horizontal and vertical surfaces. For a spherical leaf distribution, x = 1; for a
vertical distribution x = 0; and, for a canopy with horizontal leaves, x tends to infinity,
giving Ks = 1.

Conical Distribution
An assembly of leaves, all at an elevation of α but distributed at random with respect
to their azimuth angles, could be rearranged on the curved surface of a cone with a
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wall angle of α. For a cone exposed to a solar beam at elevation β, two cases must be
considered:

i. β > α

All leaves are illuminated from above, i.e. on their upper (adaxial) surfaces. The
whole curved surface of the cone is illuminated so

Ks = Ah

A
= π cos2 α

π cos α
= cos α,

a value which is independent of solar elevation.
ii. β < α

Some of the leaves are illuminated from below, i.e. on their lower (abaxial)
surfaces. In accordance with the method used for the sphere and the cylinder,
the cone can be split into two parts. The relative shadow area of the convex
part representing the abaxial surfaces has been calculated already (p. 103): it is
cos α{(π − θ0) cos α + sin α cot β sin θ0}. The shadow area of the concave part
(adaxial surfaces) is the area ACEB in Figure 7.9, i.e. the sum of two triangles minus
the sector of the circle or cos α{sin α cot β sin θ0 − θ0 cos α}. The total shadow area
is the sum of these expressions and as A = π cos α for the curved surface alone,

Ks = Ah

A
= π−1(π − 2θ0) cos α + 2 sin α cot β sin θ0,

where

θ0 = cos−1 ( tan β cot α).

A similar function, Ks cosec β, which is the relative shadow area on a surface
normal to the sun’s rays was originally tabulated by Reeve (1960) and presented
graphically as a function of α and β by Anderson (1966). Table 8.1 summarizes
values of Ks for idealized leaf distributions and includes measured values of K
derived from radiation measurements in real canopies.

8.1.1.2 Diffuse Radiation

The transmission of diffuse radiation through a canopy differs from that of direct
radiation because diffuse radiation originates from all parts of the sky. A transmission
coefficient for diffuse radiation τd , comparable to τ for direct radiation (Eq. (8.3)), can
be derived by treating the diffuse flux as the sum of many beams integrated over the
hemisphere. For horizontal leaves, Ks is independent of solar elevation, so the diffuse
and direct transmission coefficients are identical. But for other leaf distributions, where
Ks depends on β, numerical integration reveals that τd does not decrease exponentially
with L as it does for direct radiation (Eq. (8.3)). As an aid to computation, Campbell and
van Evert (1994) forced an exponential equation to fit data relating τd to L by making
the diffuse radiation attenuation coefficient Kd vary with L . Figure 8.3 illustrates their
results for several values of leaf angle distribution. The figure, which assumes an
uniform overcast sky, can be used to compare the transmission of diffuse and direct
radiation. For example, a canopy with a spherical leaf distribution and L = 3 would
have a diffuse radiation transmission coefficient of about 0.12. For comparison, the
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Table 8.1 Attenuation Coefficients for Model and Real Canopies (from Monteith, 1969)

(a) Idealized leaf distributions Ks

Solar elevation β

90 60 30
horizontal 1.00 1.00 1.00
cylindrical 0.00 0.37 1.10
spherical 0.50 0.58 1.00
conical α = 60 0.50 0.50 0.58

α = 30 0.87 0.87 0.87

(b) Real canopies
K

White clover (Trifolium repens) 1.10
Sunflower (Helianthus annuus) 0.97
French bean (Phaseolus vulgaris) 0.86
Kale (Brassica acephala) 0.94
Maize (Zea mays) 0.70
Barley (Hordeum vulgare) 0.69
Broad bean (Vicia faba) 0.63
Sorghum (Sorghum vulgare) 0.49
Ryegrass (Lolium perenne) 0.43

(Loleum rigidum) 0.29
Gladiolus 0.20

Figure 8.3 Apparent attenuation coefficient for diffuse radiation from a uniform overcast sky
in canopies with differing leaf angle distributions (x is the ratio of averaged projected areas of
leaves on vertical and horizontal surfaces, so that x = 1 is a spherical leaf angle distribution,
x = 0 for a vertical distribution, and x = ∞ for a horizontal distribution) (from Campbell and
van Evert, 1994).
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fractional transmission of direct radiation by the same canopy would be 0.12 if the
solar elevation β was about 45◦.

8.1.2 Irradiance of Foliage

To estimate rates of transpiration and photosynthesis for leaves in a canopy, it is essential
to calculate the irradiance of individual leaf surfaces as distinct from the irradiance of
horizontal surfaces already considered. If Sb(L) is the direct component of horizontal
irradiance below an area index of L , the mean irradiance of foliage at this depth will
be KsSb(L) from Eq. (8.1). The mean irradiance can also be derived by considering an
irradiance of Sb (W per m2 field area) distributed over a sunlit leaf area index of 1/Ks
(m2 leaves per m2 field area) to give a mean irradiance of KsSb (W per m2 leaf area).
In the exceptional case when all leaves are facing in the same direction, the irradiance
KsSb(L) will be uniform, but in general some leaves will be exposed to a stronger
and some to a weaker flux of direct radiation. In the extreme, leaves parallel to the
solar beam (α = β) receive no direct radiation and leaves at right angles to the beam
(α = β + π/2) receive Sb cosec β.

In contrast to direct radiation, the distribution of diffuse solar radiation below a leaf
area index L is relatively uniform, and its interception may be treated as independent of
leaf orientation. Thus the diffuse irradiance of foliage below a leaf area index L is the
same as the diffuse irradiance on a horizontal surface at the same depth in the canopy,
estimated using Figure 8.3.

The distribution of solar irradiance on foliage should be taken into account when
estimating leaf temperatures precisely and is important for processes which are not
proportional to the irradiance. For example, rates of leaf assimilation of carbon diox-
ide typically increase linearly with increasing irradiance at low irradiance, but reach
an asymptote at high irradiance, giving a hyperbolic light response. Calculations of
canopy assimilation can be made by estimating the sunlit and shaded leaf areas in each
layer, calculating the assimilation rate for the mean leaf irradiance of each type, and
summing according to the fraction of sunlit and shaded leaf areas (Norman, 1992).
Calculations like this can be used to show that diffuse radiation is more effective in
photosynthesis than the same irradiance of direct radiation because more leaf area in the
canopy is exposed to lower irradiances at which photosynthetic rates are not saturating.
This implies that there is a direct effect of an increase in clouds and aerosols on the pro-
ductivity of vegetation (Roderick et al., 2001; Farquhar and Roderick, 2003), and the
increased effectiveness of diffuse radiation has been postulated as a partial explanation
for the apparent greater uptake of atmospheric carbon dioxide by vegetation when the
diffuse/total ratio in global radiation was increased by dust from a volcanic eruption
(Gu et al., 2003).

8.1.2.1 Practical Aspects

In practice, values of K are often determined by measuring the attenuation of radiation
in a canopy with tube solarimeters (radiometers with an extended linear sensing surface
(Szeicz et al., 1964)), arrays of individual radiometers (to provide spatial sampling),
or with hemispherical dome radiometers mounted on carriages that traverse on tracks
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within a canopy (Blanken et al., 1997). All these types of instruments receive total solar
radiation from a full hemisphere. Although estimates of K derived in this way are not
strictly comparable with those derived here, they cover the same range, i.e. from about
1 for stands of clover and sunflower with predominantly horizontal leaves to about 0.2
for gladiolus with mainly vertical leaves (see Table 8.1).

The upper limit for Leaf Area Index
When plants produce new leaves at the top of a stand, older leaves become progressively
shaded and in many species they die when their irradiance falls to a few percent of full
sunlight. When production and death are balanced, there is an upper limit L ′ to the leaf
area index. Taking an arbitrary figure of 5% transmission for the level below which
leaves die, L ′ can be related to K by writing

0.05 = exp (−KL ′)

so that L ′ = − ln (0.05)/K = 3K.
This rough calculation is consistent with field experience that canopies with pre-

dominantly horizontal leaves usually have a maximum leaf area index of between 3
and 5 whereas values up to about 10 have been reported for cereals with a vertical leaf
habit (Monteith and Elston, 1983) and old-growth needle-leaved forests (Thomas and
Winner, 2000).

Indirect methods for estimating leaf area index
Equations developed earlier in this section provide a basis for indirect optical methods
of estimating leaf area index and leaf angle distribution: direct methods for measur-
ing these parameters are often tedious and destructive. Campbell and Norman (1989)
reviewed direct and indirect approaches, and Welles (1990) reviewed instrumentation
for indirect measurements. One widely applied method is gap fraction analysis, which
uses information on the gap distribution in canopies, derived either from hemispheric
photographs taken using fish-eye lenses viewing upwards from the ground or down
from above the canopy (Bonhomme and Chartier, 1972; Fuchs and Stanhill, 1980; Rich
et al., 1993), or from measurements of the fractional length of a horizontal transect in a
plant canopy that is in sunflecks. By measuring the gap fraction at several solar zenith
angles, inversion of transmission equations allows both L and leaf angle distribution to
be estimated using statistical methods (Campbell and Norman, 1989; Chen et al., 1997).

Indirect methods described so far assume that foliage is uniformly distributed in
space. This is usually appropriate for closed canopies of agricultural crops and some
broadleaved forests but is not the case for row crops, coniferous forests, and sparse
natural vegetation. In coniferous forests, foliage is clumped at several scales: shoots,
branches, whorls, and crowns. Branches and stems also attenuate radiation significantly,
and can be described by a wood surface area index W , half the total wood surface area
per unit ground area. As a consequence of clumping, gap fraction measurements in
coniferous forests often yield a measured “effective” leaf area index Le that is smaller
than the true leaf area index L of the foliage. The relation between L and Le may be
written

L + W = Leγe

�e
, (8.5)
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where �e is the clumping index of shoots, the basic foliage units that attenuate radia-
tion, and γe is the ratio of needle area/shoot area. Chen et al. (1997) estimated L using
Eq. (8.5) for several boreal forest stands. Values of �e ranged between 0.70 and 0.95,
and γe was 1.0–1.5. Values of L/Le were typically about 1.5 for coniferous stands and
1.0 for deciduous aspen stands. Law et al. (2001) estimated leaf area index directly and
indirectly in a mixed age stand of open-canopied ponderosa pine forest and found that
Le was 1.3, γe was 1.25, and �e was 0.81, giving L + W = 2.00. They estimated that
W was about 0.3, so the foliage leaf area index L was about 1.7, about 30% larger than
the effective value.

8.1.3 Leaves with Spectral Properties

8.1.3.1 Theory and Prediction

Although the analysis of radiative transfer in canopies of black leaves is useful for
revealing underlying principles, in reality leaves reflect, transmit, and absorb radiation
in different proportions throughout the spectrum of short- and long-wave radiation
(pp. 88–89), and this modifies the attenuation of radiation in canopies. In addition to
the radiation received from the sun at a specific zenith angle, and diffuse radiation from
the atmosphere and clouds, non-black leaves are exposed to two additional streams
of diffuse radiation as radiation scattered and transmitted by the foliage itself moves
both upwards and downwards. Because, in general, K depends on the geometry of
radiation with respect to the architecture of foliage, the values of K for direct radiation
will usually be different from the values for diffuse fluxes. Equations for handling
this complex situation have been developed from astrophysical theory (Ross, 1981).
A simplified treatment for a system in which differences in values of K for different
fluxes may be neglected is presented here.

Assuming that the Kubelka-Munk equations (p. 47) are valid for a canopy of foliage
sufficiently deep for the forward beam to be reduced to virtually zero, and putting
representative values of ρ = τ = 0.1 for leaves exposed to radiation in the visible
spectrum, the absorption coefficient for leaves is αp = 1 − τ − ρ = 0.8.

Then, from Eq. (4.15), assuming uniform scattering in all directions, the reflection
coefficient for a deep canopy is given by

ρ∗
c =

(
1 − α0.5

p

) /(
1 + α0.5

p

)
= 0.06. (8.6)

Corresponding representative figures for the infra-red spectrum are ρ = τ = 0.4 and
ρ∗

c = 0.38. Since a fraction of about 0.5 of solar radiation at the surface is in the visible
spectrum and 0.5 in the infra-red, the approximate value of ρ∗

c for the whole solar
spectrum is therefore

ρ∗
c = (0.06 × 0.5) + (0.38 × 0.5) = 0.22.

Note that multiple scattering in a deep canopy results in a canopy reflection coeffi-
cient that is smaller than for the individual leaves (for which ρ � (0.1 × 0.5) + (0.4 ×
0.5) = 0.25).

Within a canopy that is less dense, some radiation reaches the soil surface. If the
fraction of radiation transmitted by the canopy is τc and the canopy reflection coefficient
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is ρc, the upward flux of radiation below the canopy will be τcρs when ρs is a soil reflec-
tion coefficient. To a good approximation, the fraction of incident radiation absorbed
by the canopy will therefore be

αc = 1 + τcρs − τc − ρc

= 1 − ρc − τc(1 − ρs). (8.7)

The quantities αc, ρc, and τc may be derived from the Kubelka-Munk equations
as functions of (i) the corresponding coefficients for leaves; (ii) the leaf area index;
and (iii) a canopy attenuation coefficient, namely

K = α0.5Kb, (8.8)

(from Eq. (4.16)) where Kb is the coefficient for black leaves (α = 1) with the same
canopy geometry.

Strictly, the theory can be applied only to stands with horizontal leaves so that
Kb = 1. This ensures that the intercepting area of all leaves is independent of the
direction of incident radiation and therefore a single value of K is valid for all scattered
light as well as for the direct beam. However, Goudriaan (1977) demonstrated that
Eqs. (8.6) and (8.7) may be used to describe the behavior of radiation in canopies
where the solar elevation β was larger than the elevation angle for most of the foliage,
so that the shadow area for an assembly of leaves was independent of β (see p. 115). This
class includes canopies with a spherical distribution of leaves provided β > 25◦. It also
includes radiation from a uniform overcast sky which is transmitted by a spherical leaf
distribution as if all the radiation emanated from an angle of about 45◦ (pp. 115–117).
For these restricted categories of foliage, the value of Kb to be inserted in Eq. (8.8) is
given by the relative shadow area of the assembly Ks as evaluated earlier.

After integration of Eqs. (4.13 and 4.14) which describe the downward and upward
streams of radiation in a canopy, the reflection coefficient is given by

ρc = ρ∗
c + f exp (−2KL)

1 + ρ∗
c f exp (−2KL)

(8.9)

and the transmission coefficient by

τc = {(ρ∗2
c − 1)/(ρsρ

∗
c − 1)} exp (−KL)

1ρ∗
c f exp (−2KL)

, (8.10)

where

f = (
ρ∗

c − ρs
)
/
(
ρsρ

∗
c − 1

)
.

Neglecting the second-order terms ρ∗2
c and ρ∗

c ρs gives approximate values of the
coefficients as

ρc = ρ∗
c − (

ρ∗
c − ρs

)
exp (−2KL) (8.11)

and

τc = exp (−KL), (8.12)



Microclimatology of Radiation 121

where ρc clearly has limits of ρ∗
c when L is large and ρs when L is small. Applying

Eqs. (8.11) and (8.12) in Eq. (8.7), absorption by the canopy is

αc ≈ 1 − {
ρ∗

c − (
ρ∗

c − ρs
)

exp (−2KL)
} − (1 − ρs) exp (−KL). (8.13)

The term (ρ∗
c − ρs) exp (−2KL) is much smaller than (1 − ρs) exp (−KL) when ρ∗

c is
small and/or KL is large. The canopy absorption may therefore be reduced to

αc ≈ 1 − ρ∗
c − (1 − ρs)τc

≈ (
1 − ρ∗

c

)
(1 − τc) − τc

(
ρ∗

c − ρs
)
. (8.14)

Some practical implications of these relations will now be considered.

8.1.3.2 Absorbed and Intercepted Radiation

In the field, the radiation intercepted by a crop stand is conveniently determined by
mounting instruments such as tube solarimeters above and below the canopy (Szeicz
et al., 1964). Most tube solarimeters in common use respond uniformly to radiation
through the solar spectrum. The fraction of the incident flux density recorded by the
lower solarimeter is τc and the intercepted fraction is simply 1 − τc. In forest canopies,
where a relatively short tube solarimeter would not sample the mean irradiance ade-
quately, radiometers on tracks or cables have been used to make similar measurements
of τc (Blanken et al., 1997).

Empirically, the amount of total solar radiation intercepted by a canopy is often well
correlated with the production of dry matter during periods when the leaf area index is
increasing (Russell et al., 1989). Extending from this observation, models of crop or
forest growth based on radiation interception and carbon partitioning have been widely
used (e.g. Landsberg and Waring, 1997). Theoretically, however, growth rate should
depend on the absorbed fraction of radiation. Equation (8.14) provides reassurance that,
subject to the validity of the approximations used, and provided the term τc(ρs − ρ∗

c )

is small, αc is a nearly constant fraction of (1 − τc). The fraction is 1 − ρ∗
c , i.e. about

0.94 for the visible spectrum and 0.77 for total solar radiation using the values derived
above.

A further step is needed to obtain absorbed PAR from intercepted total radiation.
From Eqs. (8.8) and (8.12)

τc ≈ exp
(
−α0.5KbL

)
. (8.15)

The transmission of PAR, τcP, may therefore be estimated from the transmission of
total radiation, τcT, using the identity

τcP ≈ exp
(
−α0.5

P KbL
)

≡ exp
(
−α0.5

T KbL
) exp

(−α0.5
P KbL

)
exp

(−α0.5
T KbL

)
= τcT exp

{(
α0.5

T − α0.5
p

)
KbL

}
. (8.16)

If αT = 0.4 and αp = 0.8, Eq. (8.16) becomes

τcP = τcT exp (−0.26KbL).
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Figure 8.4 Fractional absorption of visible radiation (or PAR) αCP (full lines), and fractional
interception of total radiation (1 − τcT) (dashed lines) as functions of leaf area index for three
values of the attenuation coefficient for black leaves Kb (assuming ρp = τp = 0.05, giving
(αp/αT)0.5 = 1.34).

The fraction of PAR absorbed by a stand as given by Eq. (8.14) is

αcP = 0.94
{
1 − τcT exp (−0.26KbL)

}
(8.17)

assuming ρ∗
cP = 0.06 and neglecting the small term τcP

(
ρ∗

cP − ρsP
)
. Finally, the

fractional absorption of energy (PAR) can be converted to the equivalent fraction
of absorbed quanta using a coefficient of 4.6 µmol/J (p. 69). Figure 8.4 shows how
absorbed quanta derived from Eq. (8.17) are related to intercepted total radiation (1−τc)

derived from Eq. (8.12). The figure demonstrates that the increase in absorbed PAR
with leaf area index is well described by the increase in intercepted total radiation, as
indicated in Eq. (8.17).

Equation (8.12) may also be written

τcT = exp (−K′L),

where K′ = α0.5
T Kb is the attenuation coefficient as conventionally determined by

plotting ln τcT against L to find −K′ as a slope.
From Eq. (8.8), the ratio of attenuation coefficients for PAR and total radiation

KP/KT is (αp/αT)0.5, a conservative quantity because the fraction of total radiation
absorbed by a leaf is largely determined by pigments which absorb in the PAR wave-
band. To demonstrate this point, assume that in the PAR waveband ρp = τp = 0.05
so that αp = 0.9, that absorptivity in the solar infra-red waveband is 0.1, and that
the solar spectrum contains equal amounts of energy in the two wavebands (p. 68).
The absorptivity for total radiation is αT = (0.9 + 0.1)/2 = 0.5 and KP/KT =
(0.9/0.5)0.5 = 1.34. Arbitrarily doubling ρp and τp to 0.1 makes αp = 0.8, αT = 0.45,
and KP/KT = (0.8/0.45)0.5 = 1.33, confirming the conservative nature of this ratio.
Green (1987) found that the ratio of K for quanta in the visible spectrum (effectively
the same as for PAR) and for total radiation was 1.34 for wheat grown with a range
of nitrogen applications that caused a conspicuous range of chlorophyll (the pigment
absorbing PAR) between treatments.
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8.1.4 Daily Integration of Absorbed Radiation

To relate absorbed radiation to plant productivity, it is necessary to determine or model
the fraction of radiation absorbed by the canopy over periods of several days to weeks.
In radiation models this requires the integration of direct and diffuse radiation over the
period from sunrise to sunset. Fuchs et al. (1976) suggested a much simpler solution
for daily integrals. They proposed that the average fractional interception of total solar
radiation (direct plus diffuse) over a whole day could be approximated by the fractional
interception of diffuse radiation, since the sun traverses a full arc of the sky in a day (i.e.
they treated the total radiation as if it were diffuse over a whole day). Using this method,
the daily fractional interception can readily be estimated as (1 − τc) by replacing Kb in
Eq. (8.15) with Kd (from Figure 8.3) when calculating τc. Campbell and Evert (1994)
showed that the approximation agreed very well with daily interception calculations
made with a more complex model.

8.1.5 Remote Sensing

Because the spectrum of radiation reflected by foliage has a different shape from the
spectrum for all types of soil, the extent to which soil is covered by vegetation can
be estimated from the reflection spectrum of the area, as recorded from an aircraft or
a satellite. However, interpretation can be very difficult if the cover is not uniform.
Most information is obtained by working near the “red edge” at 700 nm below which
leaves are almost perfect absorbers and above which almost all the radiation incident
on leaves is scattered. In principle, an estimate of cover could be obtained simply from
the reflectivity ρi in the near-infra-red (say between 700 and 900 nm), but in practice,
it is often difficult to measure the incident and reflected fluxes simultaneously and
error is unavoidable if the incident flux is changing with time. The difficulty is usually
overcome by measuring the ratio x1 of the absolute amounts of radiation reflected in
the near-infra-red and in some part of the visible spectrum, usually in the red. The
corresponding ratio x2 for the spectrum of incident radiation (which changes much
more slowly than the absolute flux at any wavelength) can be obtained by recording the
spectrum reflected from a standard white surface or by calculation if the measurements
are above an atmosphere whose radiative behavior is known. Then the required ratio
of infra and red reflectivities is given by

ρi

ρr
= reflected IR/incident IR

reflected R/incident R

= reflected IR/reflected R

incident IR/incident R
= x1

x2
. (8.18)

Many workers use a “normalized difference vegetation index” (NDVI) defined as

ρi − ρr

ρi + ρr
= x1 − x2

x1 + x2
. (8.19)

The correlation between fractional ground cover and this quantity is seldom much
better than the correlation with the simple ratio x1/x2 but the fact that the ratio has
limits of −1 and +1 makes it convenient to handle when computing.
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The main problems in using both types of index to estimate uniform ground cover
are (i) changes in the spectral properties of foliage as a consequence of senescence, poor
nutrition, or disease which alter the dependence of the index on leaf area (Steven et al.,
1983) and (ii) changes in the spectrum of reflected radiation between the ground and a
detector as a consequence of scattering in the atmosphere (Steven et al., 1984). Never-
theless, Tucker et al. (1985) were able to obtain plausible distributions of ground cover
month by month over the whole African continent by analyzing satellite observations of
NDVI, and by integration they established a seasonal index of total intercepted radiation
and therefore of biomass production. Zhou et al. (2001) analyzed changes in NDVI over
the northern hemisphere between 1981 and 1999. Much of the predominantly forested
area between 40◦ and 70◦ N latitude in Eurasia showed a persistent increase in growing
season NDVI. Over the two-decade period, the NDVI increased by 12% in Eurasia and
by 8% in North America, which the authors interpreted as an indication of the influ-
ence of global climate change on the timing and productivity of natural vegetation.
The principles underlying these procedures are now outlined.

Following the example of Asrar et al. (1984) but using the approximate equations
already derived, a relation can be established between the observed value of ρi/ρr for
a canopy and the fraction of PAR which it transmits or absorbs. First, the attenuation
coefficient can be written

Kj = α0.5
j Kb, (8.20)

where j is replaced by P, r , or i for the wavebands of PAR, red, or near-infra-red
radiation.

Then from Eqs. (8.11) and (8.12), with the same conventions for subscripts, and
using subscripts c for canopy and s for soil, it follows that

ρi = ρ∗
ci − (

ρ∗
ci − ρsi

)
exp (−2KiL) ≡ ρ∗

ci − (
ρ∗

ci − ρsi
)

exp[−KPL(2Ki/KP)]
= ρ∗

ci − (
ρ∗

ci − ρsi
)
τ

2Ki/KP
P

and a similar equation can be written for ρr. Hence,

ρi

ρr
= ρ∗

ci − (
ρ∗

ci − ρsi
)
τ

(
2Ki/KP

)
p

ρ∗
cr − (

ρ∗
cr − ρsr

)
τ

(
2Kr/KP

)
p

. (8.21)

Within the limits of the approximations used therefore, the ratio ρi/ρr should be a
unique function of τp, independent of K and therefore of leaf architecture because it
involves the ratio of coefficients at different wavelengths. The function also depends
on the soil reflectivities ρsi and ρsr and on the values of αi, αr, and αp which determine
the exponents of τp (since Ki/KP = (αi/αP)0.5, etc.). When the second term in the

denominator is small compared with the first term, ρi/ρr is a function of τ

(
2Ki/KP

)
p .

For the special case αi/αr = 1/4 (e.g. αi = 0.2, αr = 0.8), Ki/KP = √
1/4 = 1/2,

and ρi/ρr is a linear function of τp. Figure 8.5 shows the extent to which the function
departs from linearity because the approximations behind this result are not valid over
the whole range of τp.
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Figure 8.5 Relation between far-red: red reflectivity ratio, ρi/ρr, for a canopy of vegetation and
the fraction of PAR, αcP absorbed by the canopy. Leaf absorptivity specified.

The simple spectral ratio ρi/ρr is therefore a valid and extremely useful index of the
radiation intercepted by and therefore the radiation absorbed by a canopy. It can legiti-
mately be used to provide an estimate of growth rate when the relation between growth
and intercepted radiation is known. In contrast, the relation between ρi/ρr and either
biomass or leaf area is strongly nonlinear and depends on leaf architecture (Figure 8.4).

8.2 Interception of Radiation by Animal Coats

The transmission of radiation through animal coats was examined by Cena and Monteith
(1975a) who applied the Kubelka-Munk equations (p. 47) to measurements made on
samples of pelt. The parameters of their analysis were depth of coat (l), the fraction
of energy p(θ) intercepted by unit depth of coat when θ is the angle of the incident
flux with respect to the skin surface, the fraction of intercepted radiation reflected (ρ),
transmitted (τ ), or absorbed (α) by the hairs, and the absorptivity of skin (αs). Their
analysis was therefore similar to that developed earlier for canopies of leaves with
spectral properties (p. 119), treating hairs as cylinders, and calculating the interception
fraction p from the hair diameter, length, and angle to the skin. Values of p ranged
from 0.7 to about 18 cm−1.

Their general solution of the Kubelka-Munk equation can be simplified for the con-
dition x = α pl[1 + 2(ρ/α)]0.5 > 2.7, which is typically satisfied for many animal
coats, to

ρ∗ = (ρ/α)(1 − ρs) + ρs[(1 + 2ρ/α)0.5 − 1]
(ρ/α)(1 − ρs) + (1 + 2ρ/α)0.5 + 1

, (8.22)
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Figure 8.6 Theoretical relation between a coat reflection coefficient ρ∗ calculated from
Eq. (8.22), and the ratio of absorption to reflection coefficients α/ρ for a single hair.

where ρ∗ is the reflection coefficient of the coat (skin and hair together). When
ρ/α 
 1, ρ∗ tends to a value of 1− (2α/ρ)0.5; when ρ = α, ρ∗ is 1/(

√
3+2) = 0.27;

and when ρ/α � 1, ρ∗ tends to ρ/2α. The two limiting values and the value when
ρ = α are all independent of skin reflection coefficient ρs . It follows that, provided
that x > 2.7, ρ∗ is almost independent of ρs . Figure 8.6 shows the theoretical relation
between coat reflection coefficient ρ∗ and (ρ/α).

The fraction of radiation transmitted by a coat is given by

τ ∗ = η/C, (8.23)

where

η = α[1 + (2ρ/α)]0.5

and

C = (1 − τ − ρρs) sinh x + η cosh x

with

x = ηpl.

The fraction of radiation absorbed by the coat, α∗, is then found by noting that the
fractional skin absorption is (1 − ρs)τ

∗, yielding the same identity as Eq. (8.14),

α∗ = 1 − ρ∗ − (1 − ρs)τ
∗. (8.24)
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Table 8.2 Values of Reflection and Absorption Coefficients for Animal Coats. ρ∗ is the reflection
coefficient of the hair and skin together; α/ρ is the ratio of hair absorption coefficient to reflection
coefficient (From Cena and Monteith, 1975)

Coat ρ∗ α/ρ

Sheep, Dorset Down 0.79 0.03
Sheep, Clun Forest 0.60 0.13
Sheep, Welsh Mountain 0.30 0.82
Rabbit 0.81 0.02
Badger 0.48 0.28
Calf, white 0.63 0.11
Calf, red 0.35 0.60
Goat, Toggenburg 0.42 0.40
Fox 0.34 0.64
Fallow deer 0.69 0.07

In contrast to canopies, Cena and Monteith (1975a) found that τ for short-wave radiation
was larger than ρ for all species (sheep, goat, fox, fallow deer, rabbit, and cattle), espe-
cially in white coats for which α was extremely small (Table 8.2). The fact that forward
scattering exceeds back-scattering is probably a consequence of specular reflection
when hair is nearly parallel to an incident beam of radiation.

Clean white coats of Dorset Down sheep had the largest reflection coefficient
(ρ∗ = 0.79), and the same value was found for the reflection coefficient of the skin
ρs after removing the fleece. Using Eq. (8.22) the corresponding value of α/ρ is 0.03.
In contrast, the dark fleece of Welsh Mountain sheep had a reflection coefficient of
ρ∗ = 0.30, giving α/ρ = 0.82. The reflection coefficient of the skin was 0.25. To
explore the implications of coat and skin color for the heat balance of coats, Table 8.3
shows calculations by Cena and Monteith for several combinations of fleece and skin
color, using Eqs. (8.22), (8.23), and (8.24) with measured hair parameters.

The table illustrates several important points.

1. The values of α∗ indicate that when a sheep is exposed in bright sunshine (St >

1000 W m−2), the solar radiation flux absorbed by the coat will often exceed
500 W m−2 (α∗ > 0.5), and may approach 1000 W m−2 when the coat is deep.

2. For the clean Dorset Down fleece, which absorbs very little radiation, the reflection
coefficient is independent of fleece depth, and equal to the skin reflection coefficient;
but for the soiled coat, where the hair absorption coefficient increases by a factor of
30, ρ∗ is significantly less than ρs, though still independent of coat depth.

3. If the reflection coefficient of the skin below a soiled Dorset Down fleece were
0.25 rather than 0.80, ρ∗ would decrease only very slightly, but the fractional skin
absorption ((1 − ρs)τ

∗) would more than double. The fraction of incident radia-
tion absorbed by animals with light coats (e.g. Figure 8.7b) is therefore strongly
dependent on the absorptivity of skin.

4. Although the skin of the dark-fleeced Welsh Mountain sheep has a smaller reflection
coefficient than that of the Dorset Down, the Wesh Mountain skin absorbs less
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Table 8.3 Relations Between Radiative Properties of Individual Hairs and the Radiation Budget
of Whole Coats (From Cena and Monteith, 1975)

Welsh Mountain Dorset Down Dorset Down Dorset Down
clean clean soiled, light skin soiled, dark skin

Hair parameters
ρ 0.240 0.066 0.240 0.240
α 0.200 0.002 0.060 0.060
τ 0.560 0.932 0.700 0.700
ρs 0.250 0.800 0.800 0.250

Coat depth
1 cm ρ∗ 0.30 0.80 0.51 0.50

α∗ 0.66 0.03 0.45 0.40
(1 − ρs)τ

∗ 0.04 0.17 0.04 0.10

2 cm ρ∗ 0.30 0.80 0.51 0.50
α∗ 0.70 0.05 0.47 0.45
(1 − ρs)τ

∗ 0 0.15 0.02 0.05

4 cm ρ∗ 0.30 0.80 0.51 0.50
α∗ 0.70 0.09 0.48 0.47
(1 − ρs)τ

∗ 0 0.11 0.01 0.03

radiation than the Dorset Down skin for all fleece lengths (clean or soiled) because
transmission is less in the fleece with dark hair.

Table 8.3 helps to explain the apparent paradox that a white coat is a disadvan-
tage for an animal in a hot sunny environment, but an advantage in a cold sunny
environment, when heat absorbed at the skin surface is desirable. In principle the
radiation load on an animal with a white coat and dark skin could be larger than for
a dark coat and light skin. The relevant equations have been developed and explored
by Walsberg et al. (1978). For example, polar bears have the combination of a deep
coat made up of transparent hollow hairs, and black skin. The coat appears white
because the hollow hair core scatters and reflects visible light very effectively, much
as snow does. Forward scattering of radiation allows the black skin to absorb radia-
tive energy, and the hollow hairs are both buoyant and insulating. Table 8.3 can also
be used to show the consequences for the radiation balance when a sheep with long,
soiled fleece is sheared, leaving it with a clean and shorter fleece; comparing a 4 cm
soiled Dorset Down Fleece with a 1 cm clean fleece shows that the radiation load
on the skin increases by an order of magnitude after shearing.

There have been very few definitive studies of the relation between skin color, heat
stress, and live weight gain in livestock. Finch et al. (1984) working with Brahman
and Shorthorn cattle in Queensland were able to demonstrate a significant positive
correlation between reflection coefficient and live weight gain, and the largest response
was observed in individuals with the thickest and woolliest coats. In the absence of heat
stress, however, several workers have found a negative correlation between reflection
coefficient and live weight gain for reasons which remain obscure.
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(a)

(b)

Figure 8.7 (a) Farmers at a cattle market in Andhra Pradesh, India. The bareheaded farmer needs
the shade of an umbrella. The two with white turbans do not. (Would a white umbrella be more
or less effective?). (b) Cattle in a field in Israel. The dark cattle have sought shade, but the white
animals are apparently comfortable in full sunshine.

8.3 Net Radiation

In Chapter 5, net radiation was presented as a climatological variable with the caveat
that its value depends on the temperature and reflectivity of the surface exposed to radia-
tive exchange. Having considered how the interception of radiation by an organism is
determined by its geometry, and having established characteristic values of reflectiv-
ity for natural surfaces, it is possible to compare differences in the net flux of radiant
energy absorbed by contrasting surfaces exposed to the same radiation environment as
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Figure 8.8 Net radiation balance of different surfaces in a range of weather conditions as specified
in Table 8.4.

specified by a flux of short-wave radiation (received from the sun and sky and reflected
from the ground) and a long-wave flux (received from the atmosphere and emitted by
the ground). A suitable general form of the equation describing the radiation budget is

Rn = (1 − ρ)St + Ld − Lu (8.25)

and applications of this expression are now considered for four contrasting surfaces
(Figure 8.8).

i. A short grass lawn
For a continuous horizontal surface receiving radiation from above and not from
below, the net radiation is simply

Rn = (1 − ρ1)St + Ld − σT4
1, (8.26)

where ρ1 and T1 are the reflection coefficient and radiative temperature of the lawn.
ii. A horizontal leaf

If the leaf is assumed to be exposed sufficiently above the lawn for its shadow to
be ignored, it receives an additional income of short-wave radiation St = ρ1St, and
of long-wave radiation Le = σT4

1. The net radiation is therefore

Rn = {
(1 − ρ2)(1 + ρ1)St + Ld + Le − 2σT4

2

}
/2, (8.27)

where ρ2 and T2 are the reflection coefficient and radiative temperature of the leaf.
Note that Rn in Eq. (8.27) is the net radiation per unit plan area of a leaf; the net
radiation per unit total leaf area would be double this value.
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iii. A sheep
The sheep is assumed to be standing on the lawn and so receives radiation from
above, and radiation reflected and emitted by the surface below it. The sheep is
further assumed to be a horizontal cylinder with its axis at right angles to the sun’s
rays, mean coat reflectivity is ρ̄3, and mean coat surface temperature is T3. When
the area of shadow is ignored, the net radiation for the sheep is

Rn = (1 − ρ̄3)(1 + ρ1)St + Ld + Le − σT4
3, (8.28)

where the overbars indicate averaging over the exposed surface.
iv. A man

For a man standing on the lawn, the radiation balance is formally identical to
Eq. (8.28) with his reflectivity ρ4 and mean surface temperature T4 replacing ρ3
and T3.

Values assumed for the radiation fluxes and for ρ and T are given in Table 8.4.
Long-wave emissivities are assumed to be unity.

It is instructive to compare the net radiation received by different surfaces at the
same time, noting the effects of geometry and reflection coefficients, or to compare the
same surface at different times to see the influence of solar elevation and cloudiness
(Figure 8.8).

Salient features of these comparisons are as follows:

a. During the day, the lawn absorbs more net radiation than any of the other sur-
faces including the isolated leaf. The leaf receives less short-wave radiation than

Table 8.4 Conditions Assumed for the Radiation Budgets in Figure 8.8

High High sun Low sun Overcast Clear
sun clear partly cloudy clear day night

Solar elevation β (degrees) 60 60 10 – –
Direct solar radiation

Sb (W m−2)

800 800 80 – –

Diffuse solar radiation
Sd (W m−2)

100 250 30 250 –

Downward long-wave
radiation Ld (W m−2)

320 370 310 380 270

Surface temperature (◦C)
Air 20 20 18 15 10
Lawn 24 24 15 15 6
Leaf 24 25 15 15 4
Sheep 33 36 15 20 10
Man 38 39 15 20 10
Reflectivities
Lawn 0.23 0.23 0.25 0.23 –
Leaf 0.25 0.25 0.35 0.25 –
Sheep 0.40 0.40 0.40 0.40 –
Man 0.15 0.15 0.15 0.15 –
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the lawn ((1 + ρ1)St/2 compared with St) and absorbs more long-wave radiation
(Ld + σ T 4

1 )/2 compared with Ld).
b. The sheep absorbs less net radiation than the other surfaces. This is partly a conse-

quence of the relatively large reflection coefficient (0.4) and partly a consequence
of geometry.

c. The geometry of the man ensures that Rn is large in relation to the other surfaces
when the sun is low.

d. For all surfaces, the net radiation is greatest when the sun is shining between clouds
and is larger under an overcast sky than it is when the sun is near the horizon.

e. At night, the leaf, sheep, and man receive long-wave radiation from the lawn as
well as from the sky so their net loss of long-wave radiation is less than the net loss
from the lawn.

8.3.1 Net Radiation Measurement

Measuring the net exchange of radiation at the surface of a uniform plane poses no
problems: a net radiometer is exposed with its sensing surfaces parallel to the plane.
For more complex surfaces, the net flux can be derived from an application of Green’s
theorem which states that the flux of any quantity received within or lost by a defined
element of space is the integral of the flux evaluated at right angles to the envelope
which defines the space. This principle has been applied to measure the net radiant
exchange of apple trees with tubular net radiometers defining the surface of a cylinder
and with thermopile surfaces parallel to the surface of the cylinder (Thorpe, 1978).
Similarly, Funk (1964) measured the net radiant flux received by a man standing inside
a vertical cylindrical framework over which a single net radiometer moved on spiral
guides, always pointing toward the axis of the cylinder.

8.4 Problems

1. A canopy has a vertical (cylindrical) leaf angle distribution and leaf area index of 4.
When the solar elevation is 45◦ and Sb above the canopy is 500 W m−2, calculate,
for surfaces at the base of the canopy, (i) the mean direct solar irradiance per unit
surface area, (ii) the fractional area of sunflecks, (iii) the mean irradiance of sunlit
leaves.

2. A forest canopy with a leaf area index of 3.0 intercepted about 80% of the incident
direct solar radiation when the solar elevation was 60◦. Determine whether the leaf
angle distribution function was spherical or vertical (cylindrical). What assump-
tions about the foliage properties have you needed to make, and how might they
influence interception in a “real” situation?

3. The daily insolation on a horizontal surface was 32 MJ m−2 on a cloudless sum-
mer day.

a. Estimate the fraction τ of this daily energy receipt that would be measured at
the bottom of a crop canopy with a leaf area index of 4.0.

b. Hence, estimate the fractional interception of solar radiation by the canopy.
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c. Find the leaf area index that would intercept 95% of the daily radiation.
(Assume a spherical leaf distribution for all parts of the question.)

4. A canopy of a shrub species with hairy leaves is sufficiently dense and deep for
the assumptions of isotropic multiple scattering of solar radiation to apply. Assume
that the individual leaves have reflection (ρ) and transmission (τ ) coefficients both
of 0.15 for PAR:

a. What is the absorption coefficient (αp) for PAR of the leaves?
b. What is the reflection coefficient (ρ∗

c ) of the canopy for PAR?
c. Repeat the calculations of (a) and (b) for near-infra-red (NIR) radiation assum-

ing leaf properties ρ = τ = 0.40 for this waveband.
d. If the PAR and NIR bands each contain half the energy in the solar spectrum at

the surface, what is the value of ρ∗
c for the whole solar spectrum?

5. Consider a sparse forest canopy with the following characteristics:

Leaf area index L = 1.0.
Theoretical attenuation coefficient Kb = 1.0 (assuming black leaves).
Soil reflection coefficient ρs = 0.15.
Leaf reflection coefficient (PAR) ρp = 0.10.
Leaf transmission coefficient (PAR) τp = 0.10.

Calculate:

a. The canopy attenuation coefficient K for PAR.
b. The canopy reflection and transmission coefficients (ρc and τc) for PAR, assum-

ing that second-order terms can be ignored.
c. The absorption coefficient of the canopy (αc) for PAR
d. The ratio of absorption (αc) to interception (1 − τc) of PAR by the canopy.



9 Momentum Transfer

When plants or animals are exposed to radiation, the energy they absorb can be used in
three ways: for heating, for the evaporation of water, and for photochemical reactions.
Heating of the organism itself or of its environment implies a transfer of heat by
conduction or by convection; evaporation involves a transfer of water vapor molecules in
the system; and photosynthesis involves a similar transfer of carbon dioxide molecules.
At the surface of an organism, heat and mass transfer are sustained by molecular
diffusion through a thin skin of air known as a boundary layer in contact with the
surface. The behavior of this layer depends on the viscous properties of air and on the
transfer of momentum associated with viscous forces. More generally, a boundary layer
may be defined as a layer in a fluid where transfer processes are influenced by properties
of the underlying surface. Similar principles apply to organisms in water; further details
may be found in Leyton (1975) and Ellington and Pedley (1995). A discussion of
momentum transfer is therefore needed as background to the next four chapters which
consider different aspects of exchange between organisms and their environment.

9.1 Boundary Layers

Figure 9.1 shows the development of a boundary layer over a smooth flat surface
immersed in a moving fluid (i.e. a gas or liquid). When the streamlines of flow are almost
parallel to the surface, the layer is said to be laminar, and the flow of momentum across
it takes place by the momentum exchange between individual molecules, as discussed
on p. 27. The thickness of a laminar boundary layer cannot increase indefinitely because
the flow becomes unstable and breaks down to a chaotic pattern of swirling motions
called a turbulent boundary layer. A second laminar layer of restricted depth—the lam-
inar sublayer—forms immediately above the surface and below the turbulent layer.

The transition from laminar to turbulent flow depends on the relative magnitudes
of inertial forces associated with the horizontal movement of the fluid and of viscous
forces generated by inter-molecular attraction (sometimes referred to as “internal fric-
tion”). The ratio of inertial to viscous forces is known as the Reynolds number (Re)
after the British mathematician and engineer Osborne Reynolds who first showed that
this ratio determined the onset of turbulence when a liquid flowed through a pipe. When
Re is small, viscous forces predominate so that the flow tends to remain laminar, but
when the ratio increases beyond a critical value Rec, inertial forces dominate and the
flow becomes turbulent.

The general form of Re is V d/ν where V is the free-stream fluid velocity, d is an
appropriate dimension of the system, and ν is the coefficient of kinematic viscosity of
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Figure 9.1 Development of laminar and turbulent boundary layers over a smooth flat plate (the
vertical scale is greatly exaggerated).

the fluid. For flow over a flat plate, d is the distance from the leading edge. When a very
smooth flat plate is exposed to a parallel flow of air virtually free from turbulence, Rec
is of the order of 106 but the engineering literature quotes Rec values of about 2 × 104

observed in less rigorous conditions.
Both in laminar and in turbulent boundary layers, velocity increases from zero at the

surface to the free-stream value V at the top of the boundary layer, but definitions of
boundary layer depth are necessarily arbitrary. One definition is the streamline where
the velocity is 0.99V , but in problems of momentum transfer it is more convenient to
work with an average boundary layer depth.

In Figure 9.2, the flow of air reaching a flat plate across a vertical cross-section of
depth h is proportional to the velocity V times h. At a distance l from the edge of
the plate, the velocity profile is represented by the line ABC and the flow through the
cross-section at C will be less than V h because the velocity in the boundary layer is

Figure 9.2 Boundary layer OB, displacement boundary layer (gray), and wind profile (CBA)
over a smooth flat plate exposed to an airstream with uniform velocity V .
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less than V . The same reduction in flow would be produced by a layer of completely
still air with thickness δ (shaded) above which the air moves with a uniform velocity V .
The velocity profile in this equivalent system is represented by ADFC. The depth δ,
known as the “displacement boundary layer,” can be regarded as an average depth of
the boundary layer between the leading edge of the plate and the cross-section at C.

The German scientist Ludwig Prandtl applied the principle of momentum conser-
vation to flow within a laminar boundary layer over a smooth plate. It may be shown
from his analysis that the depth of the displacement boundary layer, expressed as a
fraction of the distance l from the leading edge, is

δ/l = 1.72(V l/ν)−0.5 = 1.72(Re)−0.5 (9.1)

demonstrating that δ increases with l0.5 and ν0.5, and decreases with V 0.5. (For an
estimate of the actual boundary layer depth at l as distinct from an average depth over
a distance l, the numerical factor in this equation can be replaced by 5.)

In a turbulent boundary layer the swirling motions of eddies transfer momentum
much more efficiently than molecular motion so that the boundary layer depth increases
more rapidly. The depth of a turbulent boundary layer over a flat plate increases with l0.8.

9.1.1 Skin Friction

The force that air exerts on a surface in the direction of the flow is a direct consequence
of momentum transfer through the boundary layer and is known as skin friction. To
establish analogies with heat and mass transfer later, the transfer of momentum is
conveniently treated as a process of diffusion (see p. 27). If t is a diffusion path length
for momentum transfer from air moving with a free-stream velocity V to a surface
where velocity is zero, then integration of Eq. (3.6) gives the frictional force as

τ = νρV /t = ρV /rM, (9.2)

where we define rM = t/ν as a resistance for momentum transfer.
From theoretical analysis for the flow over a smooth plate, the frictional force per

unit surface area is proportional to V 3/2 and is given by

τ = 0.66ρV (V ν/l)0.5. (9.3)

Comparison of Eqs. (9.2) and (9.3) then gives the resistance as

rM = 1.5(l/V ν)0.5 = 1.5V −1 Re0.5. (9.4)

For example, if V = 1 m s−1 and l = 0.05 m, then rM = 90 s m−1, establishing an
order of magnitude relevant to many micrometeorological problems.

Over natural surfaces, the flow of air is usually much more complex than Figure 9.1
suggests, but Grace and Wilson (1976) found that for a poplar leaf parallel to a laminar
flow of air in a wind tunnel (Figure 9.3) the profiles of windspeed developed on the
upper surface were equivalent to those in Figure 9.1. At the lower surface, profiles were
distorted by curvature of the leading edge which produced shelter but also generated
turbulence in its wake. When V was 1.5 m s−1 and with minimum turbulence in the
airstream, windspeed within a few millimeters of the upper surface upwind of the
midrib was close to the theoretical value for a flat plate. The value of Rec for the onset
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Figure 9.3 Profiles of mean windspeed (a) and turbulence intensity i (b) around a Populus leaf
shown in transverse section in a laminar free stream (from Grace and Wilson, 1976).

of turbulence was about 9×103. Increasing the velocity or the level of turbulence in the
airstream increased the velocity at a fixed point in the boundary layer relative to V and
decreased Rec to 1.9×103. These observations are relevant not only to the exchange of
momentum and related forces on the surfaces of leaves but also to the forces responsible
for detaching fungal spores (Grace and Collins, 1976; Aylor, 1975, 1990).

9.1.2 Form Drag

In addition to the force exerted by skin friction, which is a consequence of momentum
transfer to a surface across the streamlines of flow, bodies immersed in moving fluids
also experience a force in the direction of the flow as a result of the deceleration of fluid.
This force is known as form drag because it depends on the shape and orientation of the
body. Maximum form drag is experienced by surfaces at right angles to the fluid flow,
and the force can be estimated by assuming that there is a point on the surface where the
fluid is instantaneously brought to rest after being uniformly decelerated from a velocity
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V (remembering that Newton’s Second Law may be expressed as force = rate of change
of momentum). If the initial momentum per unit volume of fluid is ρV and the mean
velocity during deceleration is V /2, the rate at which momentum is lost from the fluid is
ρV ×V /2 = 0.5ρV 2. This is the maximum rate at which momentum can be transferred
to unit area on the upstream surface of a bluff body and it is therefore the maximum
pressure excess (pressure = force per unit area) that a fluid can exert in contributing to
the total form drag over the body. In practice, fluid tends to slip round the sides of a bluff
body so that a form drag force smaller than 0.5ρV 2 is exerted on the upstream face.
However, in the wake which forms downstream of a bluff body, the fluid pressure is less
than in the free stream, and the associated suction force often makes an important addi-
tional contribution to the total form drag on a body. (As examples, gulls diving for fish
assume a “streamlined” shape that minimizes the wake to maximize their fall speed, and
in the sporting world, golf ball manufacturers adopt complex patterns for the dimples
on golf balls to reduce the wake and consequently to reduce the drag.) The total form
drag on unit area is conveniently expressed as cf. 0.5ρV 2 where cf is a drag coefficient.
Hence cf is the fraction of the maximum bluff body pressure that a fluid can exert.

In most problems, it is appropriate to combine skin friction and form drag to give
a total force τ , usually the force on a unit area projected in the direction of the flow,
i.e. 2rl for a cylinder of radius r and length l in cross-flow and πr2 for a sphere.
The ratio τ/(0.5ρV 2) then defines the total drag coefficient cd, which for spheres
and for cylinders at right angles to the flow lies between 0.4 and 1.2 in the range of
Reynolds numbers between 102 and 105. Manufacturers of energy-efficient cars boast
drag coefficients of about 0.25.

As background for later discussion of mass and heat transfer, it should be noted that
the diffusion of momentum in skin friction is analogous to the diffusion of gas molecules
and of heat, provided the surface is parallel to the airstream. For such a surface, close
relations may therefore be expected between rM, rH, and rV. For a surface at right
angles to the airstream however, there is no frictional force in the direction of flow.
Friction will operate in all directions at right angles to the flow but the net sum of all
these (vector) forces must be zero. In contrast, the net flux of heat or mass, which are
scalar quantities, must be finite in the plane of the surface. In this case, rV and rH may
be similar to each other but will be unrelated to the value of rM.

9.2 Momentum Transfer to Natural Surfaces

The atmosphere in motion exerts forces on all natural surfaces—individual leaves,
plants, trees, crops, animals, bare soil, and open water. Conversely, every object or
surface exposed to the force of the wind imposes an equal and opposite force on the
atmosphere proportional to the rate of momentum transfer between the air and the
surface. Momentum transfer is always associated with wind “shear”: the windspeed is
zero at the surface of the object and increases with distance from the surface through
a boundary layer of retarded air.

Isolated objects such as single plants or trees tend to have very irregular boundary
layers, and disturb the motion of the atmosphere by setting up a train of eddies in their
wake rather like the eddies formed downstream from the piers of a bridge. Surfaces
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such as bare soil and uniform vegetation also generate eddies in the air moving over
them because the drag which they exert on the air is incompatible with laminar flow.
Vogel (1994) provides a comprehensive survey of fluid dynamics applied to air- and
water-dwelling organisms.

9.2.1 Drag on Leaves

To avoid the fluctuations of windspeed that are characteristic of the atmosphere, the
drag on natural objects can be measured in a wind tunnel where the flow is steady and
controlled. Thom (1968) studied the force on a replica of a “leaf” made of thin aluminum
sheet. Figure 9.4 shows the dimensions of the replica and Figure 9.5 shows how the
drag coefficient cd changed with windspeed and direction. Note that the quantity cd
shown in Figure 9.5 was calculated by dividing the force per unit plan area of the leaf

Figure 9.4 Shape and dimensions of model leaf used by Thom (1968).
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Figure 9.5 Drag coefficient of a model leaf (full lines) as a function of windspeed u and angle
between leaf and airstream (see Figure 7.4). The broken curve is a theoretical relationship for a
thin flat leaf at φ = 0 (from Thom, 1968).

(τ/A) by ρV 2 which is numerically the same as the force per unit of total surface area
(τ/2A) divided by 0.5ρV 2. This departure from an aerodynamic convention (which
uses a projected area) allows the resistance to momentum transfer for the whole leaf
to be written as rM = 1/(V cd), equivalent to the combination in parallel of the two
resistances of 2/(V cd) for each surface separately.

When the leaf was oriented in the direction of the airstream (ϕ = 0), the drag was
minimal and rM was about half the value derived from Eq. (9.4) which gives the resis-
tance to momentum transfer for one side of a plate only (i.e. the resistance of the
leaf was consistent with theory for skin friction on a two-sided flat plate). When the
concave or convex surfaces were facing the airstream (ϕ = +90 or ϕ = −90, respec-
tively), form drag was much larger than skin friction.

The general form of the curves in Figure 9.5 is consistent with a combination of
form drag proportional to V 2 and skin friction proportional to V 1.5 (Eq. (9.3)). The
total drag coefficient cd can be expressed as the sum of a form drag component cf and
a frictional component nV −0.5 where n is a constant, i.e.

cd = cf + nV −0.5.
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The relevance of wind-tunnel measurements of leaf drag to momentum transfer in
a canopy of vegetation is a matter for debate. In the first place, turbulence is usually
suppressed in wind tunnels to achieve laminar flow, whereas the movement of air in
canopies is nearly always turbulent. Turbulent eddies of an appropriate size can increase
rates of momentum transfer by disturbing flow in the laminar boundary layer, and the
disturbance is likely to be accentuated if the turbulence is strong enough to make the
leaves flutter. Measurements by Rashke indicate that the characteristic diameter of
eddies shed by cylinders of diameter d is about 5d when Re exceeds 200. Within plant
canopies, the eddies shed by leaves and stems decay to form smaller and smaller eddies
drifting downwind and penetrating the boundary layer of other leaves and stems. Above
plant canopies or bare soil, turbulent eddies generated at the surface increase in size
with height. Mitchell (1976) measured heat transfer from spheres to the atmosphere
at various heights above the ground, and found that when the ratio of height to sphere
diameter was between 2 and 10 the resistance to transfer was around 0.75 of the theo-
retical (laminar flow) value.

The drag on real leaves may also be increased by the roughness of the cuticle and by
the presence of hairs. Sunderland (1968) found that the drag on an aluminum replica of
a wheat leaf increased when a real leaf was attached to the metal surface. The increase
was about 20% at 1.5 m s−1 growing to 50% at 0.5 m s−1 because of the increasing
importance of skin friction at low windspeeds.

For calculations of momentum transfer between single leaves and the atmosphere, it
is reasonable to reduce resistances to momentum transfer calculated from Eq. (9.4) by a
factor of about 1.5 to allow for the effects of turbulence, but it should be recognized that
the factor strictly depends on the actual scale of turbulence in any particular situation.

In the real world, leaves rarely exist in aerodynamic isolation and the drag coefficient
for foliage therefore depends on foliage density as well as on windspeed. A convenient
parameter specifying density in this context is the ratio of the total surface area of
laminae, petioles, etc., in a specimen, divided by the plan area facing the wind. In the
canopies of arable crops or of a deciduous tree, most leaves are exposed to turbulent air
in the wake of their upwind neighbors and in coniferous trees there is similar interfer-
ence between needles. The extent to which the drag on individual elements of foliage is
reduced by the presence of neighbors was expressed by Thom (1971) in terms of a shel-
ter factor, the ratio of the actual drag coefficient observed to the coefficient measured
(or estimated) for the same element in isolation. Shelter factors depend on foliage den-
sity as well as on windspeed. Representative values found in the literature range from
1.2 to 1.5 for shoots of apple trees to 3.5 for a stand of field beans and for a pine forest.

Even without the complications of turbulence and shelter, the dependence of drag on
windspeed is very complex because of the interaction between aerodynamic forces on
leaves and elastic forces opposing them. As windspeed increases from zero, fluttering
begins, even at a constant windspeed, if the two sets of forces cannot achieve equilib-
rium, and the consequence is a sudden increase of momentum transfer and of drag. With
a further increase of windspeed, many types of leaves tend to bend into a streamlined
position (Vogel, 1993), reducing drag and eliminating flutter when the windspeed is
constant. In nature, however, wind fluctuates continuously both in speed and in direction
so that leaves, stems, and small branches oscillate even in quite light winds.
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9.2.2 Wind Profiles and Drag on Extensive Surfaces

The wind also exerts a drag force on extensive surfaces such as bare soil and canopies
of uniform vegetation as a consequence of wind shear. Analogous to the case of drag
forces on a flat plate, this force can be described as the rate of momentum transfer
(momentum flux) between the atmosphere and the surface. In Chapter 3, it was shown
that the vertical flux of an entity s from the atmosphere to an extended surface can be
represented by the mean value of the product ρw′s′ which is finite when fluctuations
of vertical velocity w′ are correlated, either positively or negatively, with simultaneous
fluctuations of the entity s′. When the entity is horizontal momentum, and coordinates
are aligned so that the x axis points in the direction of the mean flow, s′ becomes the
fluctuation of the horizontal velocity u′, and the vertical flux of horizontal momentum
from the atmosphere to the surface is given by ρ̄u′w′. Provided that the vertical flux is
constant with height, this quantity can be identified as the drag force per unit ground
area, otherwise known as the shearing or Reynolds stress (τ ), i.e.

τ = ρ̄u′w′. (9.5)

Based on this relationship, a velocity known as the friction velocity u∗ is defined as

u∗ = (u′w′)0.5 = (τ/ρ̄)0.5 (9.6)

so that

τ = ρ̄u2∗. (9.7)

Equation (9.6) implies that the friction velocity is related to the magnitude of turbulent
fluctuations. The shearing stress may also be written as

τ = ρKMdu/dz, (9.8)

where KM is a turbulent transfer coefficient for momentum with dimensions L2T−1.
Equation (9.8) is similar to Eq. (3.6) which related momentum flux in laminar boundary
layers to molecular viscosity, but, in the atmosphere, both windspeed and turbulent
mixing normally increase with height, so KM is height dependent. In Chapter 16, simple
dimensional arguments are used to obtain the functional relations between windspeed
and height.

9.2.3 Drag on Particles

Particles in the atmosphere experience drag forces when there is relative motion
between the air and the particle. Such forces allow air movements to detach pollen
from stamens or spores of pathogens from surfaces, and partly determine whether
particles in an airstream are captured at the surfaces of vegetation.

When a particle is in steady motion, the drag force exerted on it by the air must
balance other external forces such as gravity, electrical attraction, etc. The origins of
the drag forces on particles can be conveniently treated as three special cases applied
to spherical particles:

i. Particles with radius r much smaller than the mean free path λ of gas molecules.
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In this case particles behave like giant gas molecules, and the drag force is the result
of more molecules impinging on the surface of a moving particle from in front than
from behind.
Provided that the mass of a particle is much larger than the mass mg of the gas
molecules and assuming perfect reflection in collisions, kinetic theory can be used
to show that, in this special case, the drag force on a particle moving at velocity V
in a gas is

F = 4

3
πnmgc̄r2V, (9.9)

where n is the number of gas molecules per unit volume and c̄ is their mean velocity.
Thus the drag force is proportional to particle velocity and to the surface area (r2).
(At 20 ◦C and 101 kPa, n is about 3 × 1025 molecules m−3, the average value of
mg for air is about 5 × 10−26 kg, and c̄ is about 500 m s−1. The mean free path λ

of molecules in air at STP is about 0.066 µm, so that this case applies only to very
small particles with radii less than 0.01 µm.)

ii. Particles with radius r larger than λ, but where the Reynolds number Rep for relative
motion between gas and particle is small (i.e. Rep = 2r V /ν is less than about 0.1,
where V is the velocity of the particle relative to the air).
In this case the viscous forces arising from skin friction between the particle and
the gas dominate the drag. Stokes showed that for this case

F = 6πρgνr V, (9.10)

where ρg is the density of the gas. (Sir George Stokes was an Irish physicist.) Thus
the drag force is proportional to particle velocity and to radius. (The kinematic
viscosity ν of air is about 15 × 10−6 m2 s−1, and so Stokes’ Law applies to 10 µm
radius particles typical of pollen grains when V ×2×10×10−6/(15×10−6) < 0.1,
i.e. V < 0.08 m s−1.)

iii. Particles with r > λ and Rep > 1
In this case the inertial forces corresponding to the form drag as the gas flows
around the particle dominate the drag. The drag force is given by

F = cd ·0.5ρgV 2 A, (9.11)

where A is conventionally taken as the cross-sectional area of the particle and cd is a
drag coefficient. Equation (9.11) was first derived by Newton as part of an analysis
of the motion of cannonballs. He thought that cd was independent of velocity for
a given shape, but this is only a good approximation for Rep > 103 (relevant for
cannonballs, but not for natural aerosols). For smaller values of Rep the drag coef-
ficient of a sphere increases as Rep decreases, as shown in Figure 9.6.

For values of Rep < 0.1, combining Eqs. (9.10) and (9.11) shows that

cd = 6πνρr V

0.5ρV 2πr2 = 12ν

V r
= 24

Rep
(9.12)

and this reciprocal relation gives the linear section in Figure 9.6. The empirical expression

cd = (24/Rep)
(

1 + 0.17 Re0.66
p

)
. (9.13)
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Figure 9.6 Relation between the drag coefficient for a sphere and Reynolds number. The pecked

line is based on Stokes’ Law. The discontinuity at Re � 3 × 105 corresponds to the transition
from a laminar to a turbulent boundary layer (Hinds, 1999).

Fuchs (1964) is accurate within a few percent for 1 < Rep < 400; it overestimates cd
by about 7% when Rep � 0.5. In the region when Rep > 103, cd is constant and so
drag force is proportional to V 2 and to cross-sectional area. Further details of particle
motion in the atmosphere are given in Hinds (1999).

Aylor (1975) used these principles to calculate the force required to detach spores
of the pathogen Helminthosporium maydis from infected leaves of maize. This fungal
pathogen produces roughly cylindrical spores (diameter about 20 µm and projected
area about 4×10−10 m2) which grow on stalks projecting 150 µm from the leaf surface.
To find the minimum force necessary to detach a spore from its stalk, Aylor observed
spores through a microscope while dry air was blown on them from a narrow tube.
Figure 9.7 shows that 50% of the spores were removed when the (steady) windspeed

Figure 9.7 Percentage of spores removed by blowing for 15 s on spores reared on dried plant
material (from Aylor, 1975). Vertical bars represent standard deviations.
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was about 10 m s−1. The corresponding drag force F may be found from Eq. (9.11)
which, taking ρg = 1.2 kg m−3, A = 4 × 10−10 m2, and cd = 4 for a cylinder at
Rep � 10 (similar to the value for a sphere, Figure 9.6), yields F � 1 × 10−7 N. Aylor
also used a centrifugal method of detaching spores, and this gave excellent agreement
with his estimates of F . Spores are detached at much lower mean windspeeds than this
in the field, indicating the importance of brief gusts in breaking down the leaf boundary
layer and dispersing pathogens into the atmosphere.

9.3 Lodging and Windthrow

The forces exerted by the wind on trees, crops, and isolated plants are sometimes
sufficient to cause them to be broken or uprooted. The principles underlying lodging
of crops and windthrow of trees are similar. Figure 9.8 shows the forces involved.

The drag force on a plant is the resultant of the drag on many individual leaves
exposed to differing wind speeds and turbulence. The drag produces a turning moment
about a rotation point where the stem enters the soil. As the plant is displaced, turning
moments also occur due to the mass of the tree and the soil attached to the roots. The
force of the wind is opposed by tension in roots and by the resistance of the soil to shear.
Baker (1995) developed a theoretical model for windthrow and applied it to predict
conditions in which cereal crops and forest would be damaged. His model related
mean and turbulent wind velocities to the mean and fluctuating displacements of the
plant. These displacements generate forces and moments acting at or near the stem
base. When the bending moment at the base exceeds the strength of the stem or of the
soil-root system, the plant is assumed to fail. The model demonstrated that the natural
frequency of oscillation is an important factor determining stability. Oscillations are
damped by interference between adjacent plants in canopies, aerodynamic forces, and
energy dissipation within the plant itself.

9.3.1 Lodging of Crops

Lodging of grass and cereal crops occurs as they near maturity because their tall stems
are pushed sideways by the wind. Failure may occur when the stem buckles (stem
lodging) or when the root system rotates in, or is pulled out of, the soil (root lodging,

Figure 9.8 Forces acting on an isolated plant exposed to the wind.
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Ennos, 1991). Plant breeders have developed cultivars with shorter, stiff stems to resist
stem lodging, and farmers also may apply growth regulating chemicals to reduce stem
elongation, but these strategies cause greater forces to be transmitted to root systems
and may make root lodging more prevalent. Lodging is most likely to occur when the
weight of the upper parts of plants is increased by the interception of rain, when the
lower parts of stems are weakened by disease or by a heavy application of nitrogenous
fertilizer, or when the shearing strength of the soil around the roots is weakened by
rainfall. Tani (1963) investigated the forces needed to bend the stems of rice beyond
their elastic limit. Ennos (1991) measured forces associated with stem bending and
root anchorage in mature spring wheat (Triticum aestivum) grown in the laboratory.

Tani found that when mature rice plants were exposed to a uniform wind in the
laboratory, the stems broke when the forces on the plants produced a moment of about
0.2 N m on the base of the stems. Plants growing to a height of about 0.84 m in the
field were expected to lodge when the windspeed exceeded 20 m s−1. At this speed, the
moment on the base of the stem had two components: a moment of 0.034 N m induced
by the force of the wind (mainly form drag), and a moment of 0.023 N m induced by the
force of gravity acting because the top of the stem was displaced by about 40 cm. The
total moment needed to break the stem under field conditions was therefore 0.057 N m,
about a quarter of the laboratory value. The discrepancy between the figures may be
explained by (a) the much larger forces exerted in the field during strong gusts when
the instantaneous windspeed can be two or three times larger than the mean, or (b) a
resonance set up between the natural period of oscillation of the plants (about 1 s) and
the dominant period of turbulent eddies at the top of the canopy, or (c) the effect of
disease on field-grown plants.

Ennos (1991) concluded that the resistance of wheat stems to bending was about
30% greater than the resistance of the root anchorage, so root systems would fail before
stems. His measured values for the moments necessary to buckle stems were about
0.2 N m, comparable to the laboratory values of Tani. Ennos found that the stiffness of
roots and their resistance to axial movement (i.e. being pulled out of soil along their
axes) contributed about equally to the anchorage strength, but this equality is likely to
change in soils with different shear strengths.

9.3.2 Drag on Trees

Trees may be uprooted or broken at the stems by strong winds. Understanding why most
trees uproot but some trees break requires knowledge of the dynamic forces exerted
by the wind and the physical properties of the tree and soil structure (Wood, 1995). As
trees grow, they adapt to their wind exposure by developing root and branch structure
sufficient to resist forces that have occurred during their lifetime. They are thus more
vulnerable to wind damage if they become more exposed (e.g. if neighboring trees die
or are harvested).

9.3.2.1 Wind Forces on an Isolated Tree

To measure drag, several investigators have put small trees or parts of larger trees in
wind tunnels and measured the drag forces on them. Fraser (1962) exposed conifers
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Figure 9.9 (a) and (b): Side views of a western red cedar tree in a wind tunnel at 4 m s−1 and at

16 m s−1; (c) and (d) frontal views in still air and at 20 m s−1. Note the decrease in the effective
cross-section of the crown at high wind speeds due to the streamlining of leaves and branches
(from Rudnicki et al., 2004; images courtesy of Dr. SJ Mitchell).

a few meters tall in a wind tunnel with a diameter of 7 m and found that the relation
between drag force and windspeed was strongly affected by a decrease in the effective
cross-section of the crown as the wind got stronger, a result of streamlining by indi-
vidual leaves as well as by whole branches. Mayhead (1973) and Rudnicki et al., 2004
made similar wind-tunnel measurements using small trees and the tops of large trees.
Whereas, for rigid objects, the drag at high windspeeds is almost proportional to the
square of velocity V (p. 139), the drag on tree specimens increases more slowly with
V , an important result of streamlining.

Wood (1995) related the drag force F on individual trees to the wind speed V by
defining a drag coefficient cd such that

cd = F

0.5ρV 2h2 , (9.14)

where h is the tree height (m). (Note that Eq. (9.14) uses tree height rather than area as
on p. 139). With F measured in newtons, Wood showed that Mayhead’s data for Sitka
spruce (Picea sitchensis) fitted the relationship

cd = a

[
M

h3

]0.67

exp (−bV 2), (9.15)
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where M is the mass of branches (kg), V is the wind speed (m s−1), and the constants a
and b have the values 0.71 and 9.8×10−4, respectively. The exponential term indicates
the effect of streamlining. For a typical British-grown Sitka spruce with height 15 m
and branch mass 50 kg, Eq. (9.15) shows that the drag coefficient is halved between
1 and 27 m s−1, so that over this range of wind speeds F increases approximately
proportionately to V 1.8 rather than V 2.

9.3.2.2 Wind Forces on Trees in Forests

A difficulty in applying Eq. (9.14) to predict drag forces on trees in forests is that V
is assumed uniform over the height of a tree. In forests, wind speed often decreases
exponentially from the top to the bottom of the canopy. To investigate how the drag on
a tree was modified by canopy shelter, Stacey et al. (1994) measured forces on a model
tree in a wind tunnel, first in isolation with uniform flow to match Mayhead’s data,
then with the tree among a large array of similar tree models (Figure 9.10). The mean

Figure 9.10 A wind-tunnel experiment using an array of model trees with realistically scaled
properties. The researcher is holding an element of the array, showing how the trees are attached
to strain gauges to measure wind forces (from Wood, 1995).
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drag on a tree sheltered by many others was only 6–8% of the fully exposed value at
the same wind speed.

Studies in which known forces are applied to trees using winches and cables (e.g.
Coutts, 1986; Milne, 1991) demonstrate that trees blow down at mean windspeeds
considerably lower than those predicted from static pulling tests. Possible explanations
are that damage is caused by resonant swaying movements set up by the turbulent wind,
or by large coherent gusts (the “Honami” waves seen moving over cereal crops on windy
days). Gardiner (1995) and Moore and Maguire (2005, 2008) studied the swaying
of trees in relation to turbulence, and concluded that trees respond to intermittent
impulses from gusts by behaving like damped harmonic oscillators. The frequency of
gust arrival increases with wind speed, making it more likely that gusts occur in phase
with the motion of the trees. The process of coherent gust generation at the top of
aerodynamically rough canopies is discussed in Chapter 16.

9.4 Problems

1. Lycopodium spores with diameter 4.2 µm have a sedimentation velocity in air of
0.50 mm s−1. Estimate their drag coefficient.

2. Using the empirical relationship in Eq. (9.15), plot a graph showing how the drag
force on a Sitka spruce tree 15 m high with a branch mass of 50 kg would vary with
windspeed V up to 25 m s−1. Hence show that the drag force increases approxi-
mately as V n over this range of windspeed, and estimate the value of n.



10 Heat Transfer

Three mechanisms of heat transfer are important in the environment of plants and ani-
mals: radiation, governed by principles already considered in Chapter 3; convection,
which is the transfer of heat by moving air or fluid; and conduction in solids (and non-
moving gases and fluids) which depends on the exchange of kinetic energy between
molecules. Two types of convection are important in micrometeorology: “forced” con-
vection which is transfer through the boundary layer of a surface exposed to a moving
airstream, proceeding at a rate which depends on the velocity of the flow—a process
analogous to skin friction; and “free” convection which depends on the ascent of warm
air above heated surfaces or the descent of cold air toward or beneath cooled surfaces,
both a result of differences in air density.

All these mechanisms of transfer are exploited in domestic heating systems. Fan
heaters distribute hot air by forced convection; convector heaters and hot water “radia-
tors” circulate warm air by free convection; underfloor heating depends on the conduc-
tion of heat from cables buried below the floor; and the conventional bar-type radiator
loses heat both by convection and radiation. Convection, conduction, and systems where
mixed heat transfer occurs will be considered in turn.

10.1 Convection

The analysis of convection is greatly simplified by using non-dimensional groups of
quantities and a short description of these groups is needed to introduce a comparison
of the convective heat loss from objects of different size and shape.

10.1.1 Non-Dimensional Groups

When a surface immersed in a fluid loses heat through a laminar boundary layer of
uniform thickness δ, the rate of heat transfer per unit area (C) can be written as

C = k(Ts − T )/δ, (10.1)

where k is the thermal conductivity of the fluid, Ts is surface temperature, and T is fluid
temperature. The same equation can be used in a purely formal way to describe the
heat loss by forced or free convection from any object with a mean surface temperature
of Ts surrounded by fluid at T , even though the boundary layer is neither laminar nor
uniformly thick. In this case, δ is the thickness of an equivalent rather than a real laminar
layer. It is determined by the size and geometry of the surface and by the way in which

Principles of Environmental Physics, Fourth Edition. http://dx.doi.org/10.1016/B978-0-12-386910-4.00010-X
© 2013 Elsevier Ltd. All rights reserved.

http://dx.doi.org/10.1016/B978-0-12-386910-4.00010-X


152 Principles of Environmental Physics

fluid circulates over it. A more useful form of Eq. (10.1) can be derived by substituting
a characteristic dimension of the body d for the equivalent boundary layer thickness
which cannot be measured directly. For a sphere or cylinder with air blowing across it,
the diameter is a logical choice for d, and for a rectangular plate d is the length in the
direction of the wind. The equation then becomes

C =
(

d

δ

)
k(Ts − T )/d. (10.2)

The non-dimensional ratio d/δ is called the Nusselt number (Nu) after the German
engineer Wilhelm Nusselt, who first proposed the dimensionless number and made
several important contributions to the theory of heat transfer. Just as the Reynolds
number is a convenient way of comparing the forces associated with momentum trans-
fer to geometrically similar bodies immersed in a moving fluid, the Nusselt number
provides a basis for comparing rates of convective heat loss from similar-shaped bodies
of different scales exposed to different windspeeds.

The rate of convective heat transfer in air can also be written as

C = ρcp(Ts − T )/rH, (10.3)

where rH is a resistance to heat transfer (p. 31). Comparison of Eqs. (10.2) and (10.3)
gives

rH = ρcpd

kNu
= d

κNu
, (10.4)

where κ is the thermal diffusivity of air. Thus resistances to convective heat transfer
are inversely proportional to the Nusselt number. Much of this chapter explores how
Nusselt number can be estimated, and consequently heat transfer resistances calculated,
for objects of different shapes in forced and free convection.

10.1.2 Forced Convection

In forced convection, the Nusselt number depends on the rate of heat transfer through
a boundary layer from a surface hotter or cooler than the air passing over it, a process
analogous to the transfer of momentum by skin friction. The Nusselt number is therefore
expected to be a function of the Reynolds number (specifying the boundary layer
thickness for momentum) modified by the ratio of boundary layer thicknesses for heat
(tH) and for momentum (tM). The ratio tM/tH is a function of the Prandtl number defined
by (ν/κ). (Ludwig Prandtl, a German physicist, is credited with the “discovery” of the
boundary layer and with many developments in aerodynamic theory.)

Measurements of heat loss by forced convection from planes, cylinders, and spheres
can be described by using Eqs. (10.2) and (10.3) with the general relation

Nu ∝ RenPrm, (10.5)

where m and n are constants and Prm = tM/tH.
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Writing resistance as (boundary layer thickness)/diffusivity, the ratio of resistances
for heat and momentum transfer can be expressed as

rH

rM
= tH/κ

tM/ν
=

(ν

κ

)/ (
tM
tH

)
= Pr1−m . (10.6)

From studies of forced convection over flat plates in a wind tunnel, m = 0.33, and for
air Pr = 0.71, so that rH/rM = 0.89.

Because the Prandtl number is independent of temperature (p. 30) and because
micrometeorologists are rarely concerned with heat transfer in any gas except air, Prm

can be taken as constant in order to reduce Eq. (10.5) to

Nu = ARen . (10.7)

Values of the constants A and n for different types of geometry are given in
Appendix A, Table A.5(a). In environmental physics, objects such as leaves, stems,
and animals are often treated as planes, cylinders, and spheres, as appropriate, for cal-
culations of heat and mass transfer. (There is thus some basis for the apocryphal jokes
about theoretical physicists and spherical cows!) Over the range of Reynolds numbers
likely to be encountered in natural environments, values of Nu vary by about ±20% for
the different geometrical shapes, so for approximate calculations it is often adequate
to use a single pair of values of A and n, e.g. for a flat plate.

10.1.3 Free Convection

In free convection, heat transfer depends on the circulation of fluid over and around an
object, maintained by gradients of temperature which create gradients of density. In this
case, the Nusselt number is a function of another non-dimensional group, the Grashof
number Gr as well as of the Prandtl number Pr. (The Grashof number is apparently
named after Franz Grashof, an eminent German engineer, who surprisingly, unlike most
scientists whose names are attached to units, does not appear to have made contributions
to free convection research.) The Grashof number is determined by the temperature
difference between the hot or cold object and the surrounding fluid (Ts − T ), the charac-
teristic dimension of the object d, the coefficient of thermal expansion of the fluid a,
the kinematic viscosity of the fluid ν, and the acceleration due to gravity g. Physically,
the Grashof number is the ratio of a buoyancy force times an inertial force to the square
of a viscous force. Numerically, it is calculated from

Gr = agd3(Ts − T )/ν2. (10.8)

The presence of the acceleration due to gravity g in Eq. (10.8) indicates that free
convection cannot occur in the absence of gravity or an equivalent force (e.g. centrifugal
force). Consequently electronic components in satellites and spacecraft must be cooled
by other mechanisms.

In a system with a large Grashof number, free convection is vigorous because buoy-
ancy and inertial forces which promote the circulation of air are much larger than the
viscous forces which tend to inhibit circulation. The Grashof number has a similar role
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to that of the Reynolds number in forced convection, and is the primary criterion deter-
mining the transition from a turbulent to a laminar boundary layer in free convection.
The onset of free convection occurs when the product GrPr (the Rayleigh number)
exceeds a critical value, around 1100 for the free atmosphere.

When appropriate values of a and v for air at 20 ◦C are inserted in Eq. (10.8), it can
be shown that

Gr = 158d3(Ts − T ) (10.9)

and

GrPr = 112d3(Ts − T ), (10.10)

where d is the characteristic dimension in centimeters. (Note: The use of centimeters in
this relationship.) So for leaves and animals with a characteristic dimension in the order
of 10 cm, GrPr = 112 × 103(Ts − T ), which exceeds the critical value of 1100 when
(Ts − T ) > 0.01 K. Consequently many leaves and animals in natural environments
exchange heat effectively by free convection in relatively still conditions.

The Nusselt number for free convection in a gas is proportional to (GrPr)m and can
therefore be written as

Nu = BGrm (10.11)

for a specific gas such as air (Pr = 0.71). The numerical constants B and m which depend
on geometry are tabulated in Appendix A, Table A.5(b). As with forced convection, it
is often adequate to use the flat plate values as approximations for all geometries.

For laminar free convection, m = 1/4 irrespective of the shape of the object losing
heat, so Nu is proportional to (Ts − T )1/4. In this case, the rate of convective heat loss
Eq. (10.2) is proportional to (Ts −T )5/4, the so-called five-fourths power law of cooling
by free convection.

10.1.4 Mixed Convection

In many natural systems, convection is a very complex process because of continuous
changes in windspeed and direction, often coupled with movement of the surface losing
heat. During strong gusts, the loss of heat from a leaf or an animal will usually be
determined by forced convection, but during lulls free convection may be dominant.
The convection regime may therefore be described as “mixed” in the sense that both
modes of convection are present although their relative importance changes with time.
Because this situation is too complex to handle either experimentally or theoretically,
the rate of heat transfer in the environment is usually calculated from a mean windspeed
when forced convection is thought to be dominant or from a temperature difference if
the windspeed is very light.

Figure 10.1, based on measurements by Yuge (1960), provides a general illustration
of the variation of the measured Nusselt number Nu for heated spheres in a crosswind
as the Grashof number increases. The straight line is the forced convection relation
(Gr = 0), where Nu ∝ Ren so that a plot of log Nu vs log Re is linear. Yuge found that,
when Re was less than about 16, Nu was determined almost solely by Grashof number
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Figure 10.1 Influence of Grashof number (Gr) on the observed relation between Nusselt (Nu)
and Reynolds number (Re) for a heated sphere exposed to horizontal wind. The curves represent
observations at three increasing Grashof numbers; the straight line is the relation in forced
convection (Gr = 0) (after Yuge, 1960).

(i.e. free convection) and this is represented by the horizontal sections of the curves
in Figure 10.1. Nu approached the value for forced convection as Re increased, and
Yuge found that when Gr = 400 (represented by the lowest curve), there was relatively
sharp transition from free to forced convection. When Gr was about 1000 (the middle
curve), the transition was still apparent, but occurred at larger Re. But with Gr = 1800
(the upper curve) there was a wide range of Reynolds numbers over which the Nusselt
number had a value substantially greater than the value for forced or free convection
separately but substantially less than the sum of the two Nusselt numbers. This is what
is usually understood as a regime of “mixed” convection.

As a rough criterion for distinguishing the two regimes, the Grashof number may
be compared with the square of the Reynolds number. As Gr depends on

buoyancy × inertial forces

(viscous forces)2

and Re2 depends on (inertial forces)2/(viscous forces)2, the ratio Gr/Re2 is propor-
tional to the ratio of buoyancy to inertial forces. When Gr is much larger than Re2,
buoyancy forces are much larger than inertial forces and heat transfer is governed by
free convection. When Gr is much less than Re2, buoyancy forces are negligible and
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forced convection is the dominant mode of heat transfer. For intermediate values of
Gr/Re2 mixed convection occurs. Based on Schuepp’s (1993) extensive review of leaf
boundary layers, mixed convection from leaves is probable when 0.1 < Gr/Re2 < 10.

For example, when a leaf with d = 5 cm is 5 ◦C warmer than the surrounding air,
its Grashof number is about 105 whereas Re2 is about 107 V 2 when V is in m s−1. A
regime of forced convection is expected when V exceeds 1 m s−1 but at windspeeds
between 0.1 and 0.5 m s−1, which are often found in crop canopies, both forced and
free convection will be active mechanisms of heat transfer.

A cow with d = 50 cm and a surface temperature of 20 ◦C greater than the ambient
air has Gr = 4 × 108 and Re2 = V 2 × 109 when V is in m s−1. In this case, free
convection will be the dominant form of heat transfer when the animal is exposed to a
light draft indoors but, at windspeeds of the order of 1 m s−1 in the field, the convection
regime will again be mixed.

10.1.5 Laminar and Turbulent Flow

Both in forced and in free convection, the magnitude of the Nusselt number depends
on the character of flow in the boundary layer—laminar or turbulent (Table A.5). In
turn, this depends partly on the turbulence in the upwind airstream and partly on the
roughness of the surface which tends to generate turbulence. When a smooth flat plate
exchanges heat by forced convection in an airstream effectively free from turbulence,
the transition from laminar to turbulent flow in the boundary layer occurs at a Reynolds
number of the order of 105, but in a turbulent airstream the critical Reynolds number
decreases to an extent that depends partly on the amplitude of the velocity fluctuations
and partly on their frequency. Grace (1978) found that the critical Reynolds number
was about 4 × 103 for a poplar leaf. In micrometeorological problems involving leaves
or other plant organs, Re is usually between 103 and 104 but it has never been clearly
demonstrated whether the boundary layer of a leaf in a crop canopy, for example, should
be regarded as laminar or turbulent. At a Reynolds number of 104, the Nusselt number
for laminar forced convection from a flat plate is 0.60 × (104)0.5 or 60 compared with
0.032 × (104)

0.8
or 51 for a turbulent boundary layer (Appendix A, Table A.5); and

at Re = 4 × 104, the corresponding numbers are 120 and 150. Thus, for values of
Re in the range of micrometeorological interest, there will usually be little difference
between the conventional Nusselt numbers for laminar and turbulent boundary layers.
However, it does not necessarily follow that the same Nusselt numbers will be valid
when the airstream itself is turbulent or when the surface is rough. When the air is
free from turbulence, elements of surface roughness with a height of less than 1%
of the characteristic dimension can increase the Nusselt number for a cylinder by a
factor of about 2 and can reduce the critical Reynolds number for the transition to a
turbulent boundary layer by an order of magnitude (Achenbach, 1977). A more detailed
discussion of these matters was given by Gates (1980).

The onset of turbulent boundary layer flow in free convection occurs when the
Grashof number exceeds about 108, an unusual situation in micrometeorology. For
example, the mean surface temperature of a sheep or a man would need to be at least
30 ◦C above the temperature of the ambient air to achieve Gr = 108. The assumption
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of laminar boundary layer flow will therefore usually be valid in cases of both free
convection and forced convection.

10.1.6 Resistances to Convective Heat Transfer

For calculations of rates of convective heat transfer between leaves or animals (treated
as flat plates or cylinders) it is often convenient to use Eq. (10.3), C = ρcp(Ts −T )/rH,
where the resistance to heat transfer is defined as rH = d/κNu (Eq. (10.4)). Values of
Nu and hence rH may be estimated from Eqs. (10.7) and (10.11) in conditions of laminar
or turbulent flow in the boundary layer, taking values of the appropriate constants from
Appendix A, Table A.5.

10.1.6.1 Example

As an example, we will estimate the rate of convective heat transfer C from a leaf
(treated as a flat plate) with a characteristic dimension d of 10 cm (0.10 m) exposed to
a cross-leaf windspeed V of 2 m s−1 when the leaf temperature Tl is 3 ◦C greater than
air temperature Ta. There are several steps in the calculation:

1. Find the Reynolds number since this will determine which equation in Table A.5
we will use to calculate Nusselt number

Re = V d/ν = 2 × 0.10/(15.1 × 10−6) = 13 × 103,

where ν is the kinematic viscosity of air, assumed at 20 ◦C.
2. From Table A.5, when Re = 13 × 103, Nu = 0.60Re0.5 = 69.
3. From Eq. (10.4), rH = d/κNu = 0.10/(21.5 × 10−6 × 69) = 67 s m−1, where κ

is the thermal diffusivity of air at 20 ◦C.
4. Then from Eq. (10.3), C = ρcp(Ts − T )/rH = 1.20 × 1.01 × 103(3)/67 =

54 W m−2.

As discussed above, this estimate of C is subject to a number of uncertainties. In
the next section of this chapter we review measurements of convection from leaves and
animals and assess how well simple calculations based on engineering models agree
with observation.

10.2 Measurements of Convection

10.2.1 Plane Surfaces

When the boundary layer over a plane surface is laminar, the rate of heat transfer
between the surface and the airstream can be calculated from first principles for two
discrete cases. First, if the temperature is uniform over the whole surface the Nusselt
number is

Nu = 0.66Re0.5Pr0.33 (10.12)
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(corresponding to the relation for air (Pr = 0.71) given in Appendix A, Table A.5(a))
and this relation is quoted in engineering texts which are concerned mainly with the
heat transfer from metal surfaces with high thermal conductivity.

In the second case, which is more biologically relevant, the heat flux per unit area
is constant over the whole surface. This condition should be valid for poor thermal
conductors exposed to a uniform flux of radiation, e.g. leaf laminae in sunshine. The
uniformity of heat flux from a leaf surface has not been established experimentally but
it is clear from radiometric measurements of leaf temperature (see Figure 10.3) that it is
not legitimate to treat sunlit leaves as isothermal surfaces. According to Parlange et al.
(1971), the assumption of a uniform heat flux leads to the prediction that the excess
leaf temperature θ (=Ts − T ) should increase with the square root of the distance from
the leading edge x (cf. the uniform temperature case in which the flux decreases with
the square root of x). It is convenient to incorporate x in a local Reynolds number
Rex = (V x/v). In laminar flow the excess temperature θ then becomes

θ = 2.21C
x

k
(Rex )

−0.5Pr−0.33 (10.13)

and the mean temperature excess over a plate of length d is

θ̄ =
∫ d

0 (Ts − T )dx∫ d
0 dx

= 1.47C
d

k
(Re)−0.5Pr−0.33. (10.14)

The mean Nusselt number, defined as Nu = Cd/kθ̄ , is

Nu = 0.68Re0.5Pr0.33, (10.15)

which is only a few percent larger than the Nusselt number for the uniform temperature
case (Eq. (10.12)).

A Nusselt number for a plate of irregular length, e.g. serrated or compound leaves,
can be calculated from an appropriate mean length in the direction of the airstream.

If W is the width of a leaf at right angles to the flow, the leaf area can be expressed
as

∫ W
0 ydx (Figure 10.2). When the Nusselt number is ARen , an effective mean length

ȳ can be defined by writing the total heat loss from the leaf as

C = A

(
V ȳ

v

)n k

ȳ
θ

∫ W

0
ydx . (10.16)

But the total heat loss can also be written in the form

C =
∫ W

0
A

(
V y

v

)n

kθdx (10.17)

and by equating these expressions the mean length is given by

ȳ =
{∫ W

0
yndx

/ ∫ W

0
ydx

}1/
(
n−1

)
. (10.18)
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Figure 10.2 Coordinates for integrating heat loss over the surface of a leaf of irregular shape.

For laminar forced convection, n = 0.5. Equation (10.18) is also valid for free con-
vection with n = 0.75. Parkhurst et al. (1968) measured the heat loss and excess
temperature from a series of metal leaf replicas with a wide range of shapes. Almost all
the Nusselt numbers based on the mean dimension ȳ lay between the values 0.60Re0.5

and 0.80Re0.5.

10.2.2 Leaves

Many attempts have been made to determine the Nusselt number of leaves or of heated
metal replicas of leaves as a function of size, shape, windspeed, intensity of turbulence,
degree of fluttering, etc., and very comprehensive reviews were provided by Gates
(1980) and Schuepp (1993). Values of Nu reported by some workers have been close
to the so-called engineering values summarized in Appendix A, Table A.5 but some
are larger by a factor between 1 and 2.5. The apparent excess loss of heat from leaves
has sometimes been a consequence of undetected free convection at low windspeeds
or of turbulence at high windspeeds but the main reason probably lies in the difference
between the uniform boundary layer which develops downwind from the edge of a
wide, flat plate in a wind tunnel and the very irregular and unstable boundary layer
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Figure 10.3 Surface temperature distribution for a model and for a real (Phaseolus) leaf in com-
parable environments measured with a thermal imaging camera. The values in the key indicate
the mean temperatures of isotherm bands on the original thermograms. Narrow isotherm bands
employed in measurements on the model (left of figure) result in the white areas, intermediate
between the adjacent labeled temperatures (from Wigley and Clark, 1974).

which must exist over a relatively narrow leaf with irregular edges, sometimes curled,
and with protrusions in the form of veins.

Figure 10.3 (from Wigley and Clark, 1974) clearly illustrates the difference in the
thermal behavior of a leaf-shaped plate exposed to a uniform airstream and a real
leaf exposed in a comparable environment. Since the imposed heat flux was uniform in
both cases, the temperature distributions give a striking impression of how the boundary
layer thickness changed across the two contrasting laminae. With this contrast in mind,
it is surprising that convection from leaves does not differ much more from predictions
based on plates. For comparisons, most workers use the ratio β of the observed Nusselt
number for a leaf (or group of leaves) to the corresponding value of Nu for a smooth
plate of comparable size at the same windspeed. From Eq. (10.4), β is also the ratio of
boundary layer conductance (1/rH) for both types of objects.

For the simple leaf replica shown in Figure 9.4, heated electrically and exposed in
a wind tunnel, β was about 1.1 and the ratio of resistances for heat and momentum
transfer was almost exactly the value predicted from Eq. (10.6) (Thom, 1968). In a
field experiment where heat loss was measured from leaves attached to apple trees
growing in rows (Thorpe and Butler, 1977), the relation between Nu and Re was very
scattered but the line of best fit gave β ≈ 1, possibly because turbulence compensated
for the decrease of windspeed between the alleys (where it was measured) and in the
trees (where leaves were exposed). Schuepp (1993) concluded that the consensus from
many studies of heat transfer from single real and model leaves when boundary layer
flow was laminar was that β lay between 1.4 and 1.5. For turbulent flow there are a few



Heat Transfer 161

reports of β exceeding 2.5. For example, Grace and Wilson (1976) reported values of
β = 2.5 for poplar leaves exposed in a turbulent flow, and Parlange et al. (1971) found
similarly large values for tobacco leaves in turbulent wind-tunnel flow. Measurements
derived from replicas of Phaseolus leaves (as in Figure 10.3) gave β = 1.1 for laminar
flow (intensity of turbulence: i = 0.01–0.02) and for Re up to 2 × 104 (Wigley and
Clark, 1974). For turbulent flow (i = 0.3–0.4), A = 0.04 and n = 0.84 in Eq. (10.7),
Nu exceeded the laminar flow value above (but not below) Re = 103, and β was about
2.5 for Re = 104.

Relatively little work has been published on free convection from leaves despite its
significance for heat transfer in canopies where windspeeds below 0.5 m s−1 are com-
mon. In one study with leaves of Acer and Quercus (Dixon and Grace, 1983), Nu was
close to the prediction from Eq. (10.11) (i.e. β ≈ 1) when GrPr was 106 but β increased
as GrPr decreased below this figure and was about 2 at GrPr = 104. Roth-Nebelsick
(2001) explored free and mixed convection from leaves using numerical modeling,
and concluded that free convection was unlikely to be a significant mode of leaf heat
loss except in very still indoor environments. Buoyancy did not appear to enhance heat
transfer from small leaves in mixed convection, perhaps because the buoyant plume
was displaced to the end of the leaf surface, and did not disturb the main boundary layer.
Bailey and Meneses (1995) studied heat transfer from two artificial leaves exposed ver-
tically in a wind tunnel under conditions generating free, forced, and mixed convection.
Figure 10.4 summarizes their findings. In free convection, measured Nusselt numbers
agreed closely with values calculated from Eq. (10.11) as leaf-air temperature differ-
ences were increased from 0.3 to 11.5 K. At a windspeed of 0.10 m s−1, corresponding
to Re = 296, Nusselt numbers were closer to the value for forced convection calculated

Figure 10.4 Measured values of Nusselt number (Nu) for heated artificial leaves exposed
vertically, compared to values for free Eq. (10.11) and forced convection Eq. (10.7). When
forced convection was applied, the air flow was vertically upwards. Symbols: � measured at
Re = 0; • measured at Re = 296; � measured at Re = 1014; —– free convection Eq. (10.11);
— — — forced convection Eq. (10.7) at Re = 296; and – – – forced convection at Re = 1014
(from Bailey and Meneses, 1995).
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Figure 10.5 Metal replicas of leaves used by Vogel (1970) to study heat losses in free convection.
The shapes Su and Sh represent sun and shade leaves of white oak.

from Eq. (10.7), but showed some increase with increasing Gr, indicating that mixed
convection was occurring. At a higher windspeed (0.43 m s−1, Re = 1014), Nu was
virtually independent of Gr. Bailey and Meneses concluded that even at windspeeds
as low as 0.1 m s−1, typical of non-ventilated glasshouses and within dense canopies,
heat transfer was by mixed convection, not by free convection alone. Roth-Nebelsick
(2001) conducted computer simulations of rates of steady-state and transient sensi-
ble heat transfer from small leaves. She found that very slight air movement altered
the temperature distribution over a leaf surface considerably, and speculated that pure
free convection probably does not occur in natural environments, thus supporting the
conclusions of Bailey and Meneses.

10.2.2.1 Influence of Leaf Shape and Leaf Hairs

The dissipation of heat from a set of copper plates exposed to low windspeed was
studied by Vogel (1970). All the plates had the same area but their shapes ranged
from a circle and a regular 6-point star to replicas of oak leaves with characteristic
lobes (Figure 10.5). The amount of electrical energy needed to keep each plate 15 ◦C
warmer than the surrounding air was recorded at windspeeds from 0 to 0.3 m s−1 and
at different orientations. This energy is proportional to Nu and inversely proportional to
the resistance rH under the conditions of the experiment. The main conclusions were:

i. increasing airflow from 0 to 0.3 m s−1 decreased rH by 30% to 95%: the decrease
was greater for the leaf models than for the stellate shapes;

ii. the resistances of all the stellate and lobed plates were smaller than the resistance
of the round plate and were less sensitive to orientation;

iii. a deeply lobed model simulating a sun leaf of oak always had a smaller resistance
than a shade leaf with smaller lobes;

iv. the resistance of the leaf models was least when the surface was oblique to the
airstream;

v. serrations about 5 mm deep on the periphery of the circular plate had no perceptible
effect on its thermal resistance;

vi. the measurements could not be correlated using a simple Nusselt number based on
a weighted mean width as described above.

Ecologists have long been intrigued by the role of leaf hairs in modifying leaf tempera-
ture and gas exchange. Parkhurst (1976) re-analyzed data of Wuenscher who compared
pubescent and shaved leaves of common mullein (Verbascum thapsus). Pubescence
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increased the boundary layer resistance for heat transfer rH by a factor of about 2.
Meinzer and Goldstein (1985) studied the energy balance of the giant rosette plant
Espeletia timotensis that grows up to 3 m tall in the Andes at elevations above about
4000 m. They estimated that, at a windspeed of 2 m s−1, the thick leaf pubescence
(up to 3 mm) would increase rH by almost a factor of 6 (17 to−95 s m−1) compared to
a “hairless” leaf (note that the increase is only about half the resistance that would result
from a layer of still air 3 mm thick). As a result of their greater aerodynamic resistance,
leaf temperatures of pubescent leaves would be about 5 ◦C or more warmer than those
of smooth leaves in bright sunshine, probably increasing photosynthetic efficiency in
an environment where air temperature is often sub-optimal.

These measurements support the hypothesis favored by many ecologists that the
shapes and surface structure of leaves may represent an adaptation to their thermal
environment. Because the natural environment is very variable and because physio-
logical responses to changes of leaf tissue temperatures are complex, it is difficult to
obtain conclusive experimental proof.

To summarize, non-dimensional groups provide a useful way of summarizing and
comparing heat loss from objects with similar geometry but different size exposed to
different wind regimes. Standard values of these groups should be regarded as a useful
yardstick for estimating heat transfer in the field, allowing mean surface temperature to
be estimated within the precision needed for most ecological studies. When greater pre-
cision is essential, appropriate values of Nu must be obtained experimentally, preferably
by measurements on real leaves at the relevant site.

10.2.3 Cylinders and Spheres

The flow of air over cylindrical and spherical objects is more complex than the flow
over plates because of the separation of the boundary layer that occurs toward the rear,
and the wake generated by this separation. In forced convection the Nusselt number
can again be related to the Reynolds number by the expression Nu = ARenPr0.33

but, unlike the corresponding constants for flat plates, both A and n change with the
value of Re (Appendix A, Table A.5(a)). Both for spheres and for cylinders exposed to
cross-diameter flow, the obvious quantity to adopt for the characteristic dimension is
the diameter, but for the irregular bodies of animals, the cube root of the volume may
be more appropriate.

10.2.3.1 Mammals

McArthur measured the heat loss from a horizontal cylinder electrically heated and with
a diameter of 0.33 m to simulate the bare trunk of a sheep (McArthur and Monteith,
1980a). In a second set of measurements, the cylinder was covered with the fleece of
a sheep.

For the bare cylinder, estimates of Nu fitted the relation Nu = ARen with A = 0.095
and n = 0.68 in the region 2 × 104 < Re < 3 × 105, cf. A = 0.17 and n = 0.62 in
Appendix A, Table A.5(a).

To avoid the difficulty of comparing equations with different exponents, Figure 10.6
shows the heat transfer (aerodynamic) resistance of cylinders and cylindrically shaped
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Figure 10.6 Relations between aerodynamic resistance rH to heat transfer and windspeed V for
cylindrical bodies. Line a, smooth isothermal cylinder (McAdams, 1954); line b, cattle (Wiersma
and Nelson, 1967); line c, sheep (Monteith, 1974); line d, sheep (McArthur and Monteith, 1980a).

animals obtained from various sources. Consistency is reassuring, and as the aerody-
namic resistance is often small compared with the coat resistance of an animal, the
degree of uncertainty implied by Figure 10.6 is immaterial for most calculations.

Nusselt numbers for hair surfaces are harder to establish because of the problem of
measuring the temperature at the tips of the hairs. Using a radiation thermometer to
measure this quantity, McArthur found A = 0.112 and n = 0.88. Comparison of the
relation between Nu and Re for smooth and hairy cylinders (Figure 10.7) suggests that
in a light wind (Re � 104, corresponding to a windspeed of <1 m s−1) the effective
boundary layer depth (∝1/Nu) was thicker when the surface was composed of hairs,
presumably because the effective surface “seen” by the radiometer was some distance
below the physical hair tips. But when Re exceeded 105, the boundary layer depth was
smaller with hair present, suggesting that wind penetrated the coat, possibly generating
turbulence.

When measurements of this kind are used to estimate heat loss from mammals,
Nusselt numbers need to be obtained for appendages too: legs and tails can be treated as
cylinders, and heads as spheres. Rapp (1970) reviewed several sets of measurements of
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Figure 10.7 The relation between Nu and Re for model sheep without fleece (- - - -); the relation
for the same model with fleece (—— and points) (from McArthur and Monteith, 1980a).

the loss of heat from nude human subjects in different postures and exposed to a range
of environments. Agreement between measured and standard Nusselt numbers was
excellent except when the convection regime was mixed. In one experiment, the heat
loss from vertical subjects standing in a horizontal airstream was 8.5V 0.5 W m−2 K−1

(V in m s−1) and for a man with a characteristic dimension of 33 cm, this is equivalent
to A = 0.78, n = 0.5 in Eq. (10.7). Although the corresponding values for cylinders in
Table A.5 are A = 0.24, n = 0.6, the two sets of coefficients give similar values of Nu
for a relevant range of Re (104–105). Similarity with values of Nu already quoted for
horizontal cylinders illustrates the usefulness of non-dimensional groups for comparing
heat loss from different systems.

In a light wind, the heat loss from sheep and other animals may be governed by free
convection, particularly when there is a large difference of temperature between the
coat and the surrounding air. When Merino sheep were exposed to strong sunshine in
Australia, fleece tip temperatures reached 85 ◦C when the air temperature was 45 ◦C.
With d = 30 cm, the corresponding Grashof number is about 2 × 108, so free and
forced convection would be of comparable importance when Re2 = 2 × 108, i.e. when
windspeed was about 0.7 m s−1. To calculate fleece temperatures in similar conditions,
Priestley (1957) used a graphical method to allow for the transition from free to forced
convection with increasing windspeed (see p. 155).

For erect humans, heat loss by free convection is complex because the Grashof num-
ber depends on the cube of the characteristic dimension. The nature of the convection
regime therefore changes with height above the ground as shown in Figure 10.8.
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Figure 10.8 Variation of Grashof number with vertical height over the body surface for a mean
skin temperature of 33 ◦C and an ambient temperature of 25 ◦C (from Clark and Toy, 1975).

Figure 10.9 Routes taken by the flow of naturally convected air over the human head (from
Schlieren photography by Lewis et al. (1969)).

The movement of air associated with free convection from the head and limbs has
been demonstrated by Lewis and his colleagues using the technique of Schlieren pho-
tography (Figure 10.9). The technique has also been used to observe free convection
from wheat ears and a rabbit (Figure 10.10).
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Figure 10.10 Schlieren photographs of an ear of awned wheat and a rabbit’s head showing
regions of relatively warm air (light) and cooler air (dark). The wheat was exposed to an incan-
descent light source giving about 880 W m−2 net radiation. Note the disturbed air round the
rabbit’s nostrils, the separation of rising air over the eyebrows, and the evidence of strong heating
of air round the ears.

Figure 10.11 Development of velocity profiles on the front of the leg measured with a hot wire
anemometer (from Lewis et al., 1969).

The way in which air ascending over the face of humans is deflected from the
nostrils may be important in preventing the inhalation of bacteria and other pathogens.
Figure 10.11 shows that the velocity and temperature profiles close to a bare leg are
characteristic of the flow in free convection from vertical surfaces.
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The application of conventional heat transfer analysis is much more difficult for
non-cooperative subjects like piglets, particularly when the animal changes its posture
and orientation with respect to windspeed in response to heat or cold stress.

10.2.3.2 Birds

Several workers have measured the heat loss from replicas of birds constructed from
appropriate combinations of metal spheres and cylinders. The model of a domestic
fowl used by Wathes and Clark (1981a) consisted of a copper sphere with a diame-
ter of 265 mm to which cylinders of 15 mm diameter were soldered at points corre-
sponding to the head and legs. The empirically determined Nusselt number for forced
convection was

Nu = 2 + 0.79Re0.48

giving values of Nu similar to those from the standard relation for a simple sphere
within the experimental range of Reynolds numbers (3 × 103 to 104).

10.2.3.3 Insects

The convective heat loss from insect species was measured by Digby (1955) who
mounted dead specimens in a wind tunnel with transparent walls. Heating was provided
by radiation from an external 2 kW lamp. The difference between the temperature of
the insects and the ambient air was (i) directly proportional to incident radiant energy
and (ii) inversely proportional to the square root of the windspeed, as predicted for
cylinders in the appropriate range of Reynolds numbers.

Evidence for the variation of excess temperature with body size was more difficult to
interpret. When the maximum breadth of the thorax was taken as an index of body size
d, rearrangement of Eq. (10.2) reveals that the excess temperature is expected to change
with a power of d between 0.5 (cylinders) and 0.4 (spheres). For the locusts Schistocerca
gregaria and Carausius morosus, the exponent of d was 0.4 but for 20 species of
Diptera (true flies) and Hymenoptera (wasps and bees), Digby’s measurements support
an exponent of unity, i.e. excess temperature was directly proportional to the linear
dimensions of the insect. This anomalous result may be a consequence of considerable
scatter in the measurements or of changes in the distribution of absorbed radiant energy
with body size.

In a similar series of measurements, Church (1960) used radiation from a 20 kHz
generator to heat specimens of bees and moths. He argued that the amount of energy
produced by an insect in flight would be roughly proportional to body weight and
therefore used radiant flux densities that were proportional to the cube of the thorax
diameter. When the insects were shaved to remove hair, the excess temperature was
proportional to d1.4. As the heat loss per unit area was proportional to d, the Nusselt
number was proportional to d0.6, close to expectation for a sphere. The excess tem-
perature of insects covered with hair was about twice the excess for denuded insects
showing that the thermal resistances of the hair layer and the boundary layer were of
similar size.
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If the proportionality between Nu and d0.6 is consistent with Nu = ARen , the index
n must be 0.6 and Nu should be proportional to V 0.6. In fact, Church found that the
excess temperatures of a shaved Bombus (bumble bee) specimen were proportional to
V 0.4 but he explained this discrepancy in terms of the difference between temperatures
at the surface of and within the thorax. If all the experimental results are assumed
consistent with n = 0.6, the measurements on the Bombus specimen give a Nusselt
number of 0.28 Re0.6, close to the standard relation for a sphere, Nu = 0.34Re0.6.
The values of Nu from this equation are close to the values predicted from either of
the relationships in Appendix A, Table A.5 within the appropriate range of Reynolds
numbers. Ecologists have noted that bumble bee foragers have a wide range of body
sizes, and have speculated that this may be related to adaptation to climates where
temperatures fluctuate through a wide range (Peat et al., 2005).

10.2.3.4 Conifer Leaves

Many coniferous trees have needle-like leaves that can be treated as cylinders in order to
estimate heat losses, though their cross-section is seldom circular. Because the needles
are closely spaced, they shield each other from the wind and do not behave like isolated
cylinders (see also p. 142). Engineers have developed empirical formulae for the heat
loss from banks of cylinders in regular arrays and their relevance to coniferous branches
has been examined by Tibbals et al. (1964).

To avoid the difficulty of measuring the surface temperature of real needles, branches
of pine, spruce, and fir were covered with dental compound and then burnt to leave
a void that was filled with molten silver. The compound was then removed leaving a
silver replica of the branch—a modern version of the Midas touch! For Blue spruce
(Picea pungens), the Nusselt numbers based on the diameter of single needles were
about one-third to one-half of Nu for isolated cylinders at the same Reynolds number,
a measure of mutual sheltering. For White fir (Abies concolor), the Nusselt number in
transverse flow (across four rows of needles) was about 60% greater than in longitudinal
flow (across 20 or 30 rows of needles). When an average of the two modes was taken,
Nu was close to the experimental values for banks of tubes and similar agreement was
obtained for Pinus ponderosa. In still air, the Nusselt number for all three species was
close to an experimental value for horizontal cylinders at the same Grashof number.

10.3 Conduction

Conduction is a form of heat transfer produced by sharing of momentum between
colliding molecules in a fluid, by the movement of free electrons in a metal, or by
the action of inter-molecular forces in an insulator. In micrometeorology, conduction
is important for heat transfer in the soil and through the coats of animals, but not in
the free atmosphere where the effects of molecular diffusion are trivial in relation to
mixing by turbulence.

If the temperature gradient in a solid or motionless fluid is dT /dz, the rate of
conduction of heat per unit area (G) is proportional to the gradient and the constant of
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proportionality is called the thermal conductivity of the material k′. In symbols

G = −k′(dT /dz), (10.19)

where the negative sign is a reminder that heat moves in the direction of decreasing
temperature. For a steady flow of heat between two parallel surfaces at T2 and T1,
separated by a uniform slab of material with thickness t , integration of Eq. (10.19)
gives

G =−k′ ∫ T2
T1

dT∫ t
0 dz

,

G = −k′(T2 − T1)/t . (10.20)

In general, layers of motionless gas provide excellent insulation, a fact exploited
by the thick coats of hair with which many mammals trap air and by man’s design of
clothing and double glazing. The conductivity of still air is four orders of magnitude
less than the values for copper and silver.

Equation (10.19) is used to describe the vertical flow of heat in soil as discussed in
Chapter 15. When it is applied to conduction in cylinders and spheres, the area through
which a fixed amount of heat is conducted changes with position and the integration
of Eq. (10.19) then yields expressions somewhat more complex than Eq. (10.20). For
a hollow cylinder with interior and exterior radii r1 and r2 at temperatures T1 and T2,
respectively, the heat flux per unit area of the outer surface is

G = k′(T1 − T2)

r2 ln (r2/r1)
(10.21)

and for a hollow sphere the corresponding flux density is

G = k′(T1 − T2)

r2(r2/r1 − 1)
. (10.22)

Equations (10.21) and (10.22) have been used to calculate heat transfer through parts
of animals and birds that are approximately cylindrical or spherical.

The form of Eq. (10.21) has important implications for the efficiency of insulation
surrounding a cylinder or any object that is approximately cylindrical such as the
trunk of a sheep or a human finger. The equation predicts that, for a fixed value of the
temperature difference across the insulation, the heat flow per unit length of the cylinder
2πr2G will be inversely proportional to ln (r2/r1). In the steady state, assuming that
radiative exchange is negligible, the rate of conduction must be equal to the convective
heat loss from the outer surface of the insulation. If the air is at a temperature T3, the
convective heat loss will be

2πr2Nu(k/2r2)(T2 − T3) = 2πr2G = 2πk′(T1 − T2)/ ln (r2/r1),
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where k is the thermal conductivity of air and Nu is the Nusselt number. By rearranging
terms it can be shown that the heat loss per unit length of cylinder is

2πr2G = 2πk(T1 − T3)

{(k/k′) ln (r2/r1)} + {2/Nu} . (10.23)

The Nusselt number is proportional to (r2)
n where n is 0.5 for forced and 0.75 for

free convection. When r2 increases, the heat loss 2πr2G will therefore increase or
decrease depending on which of the terms in curly brackets dominates the denominator.
To find the break-even point where 2πr2G is independent of r2, Eq. (10.23) can be
differentiated with respect to r2 to give

Nu = 2nk′/k.

When the Nusselt number is greater than this critical value, the heat loss from the
insulation increases as r2 increases; when it is smaller than the critical value, the heat
loss decreases with increasing r2.

If the conductivity of air is assumed constant and n = 0.6 is an approximate mean
value for mixed convection, the critical value of Nu depends only on k′, the conductivity
of the insulating material. For animal coats and for clothing, k ≈ k′ so the critical Nu
is of the order of unity. In nature, Nusselt numbers of this size may be relevant to a
furry caterpillar under a cabbage leaf on a calm night or to an animal in a burrow but
for most organisms freely exposed to the atmosphere, Nu will exceed 10. In general,
therefore, the thermal insulation of animals will increase with the thickness of their
hair or clothing.

The conductivity of fatty tissue on the other hand is about 12 times the conductivity
of still air so the critical Nusselt number for insulation by subcutaneous fat is about 14.
When Nu is larger than 14, fat provides insulation in the conventional sense but in an
environment where Nu is less than this critical value, a naked ape suffering from middle-
aged spread might have increasing difficulty in keeping warm as his girth increased.

10.4 Insulation

Insulation is defined as the temperature difference per unit heat flux and per unit area.
Equation (10.3) shows that it is equivalent to the term r/ρcp where r is a thermal
insulation resistance and ρcp is a volumetric specific heat. To convert from units of
insulation (e.g. K m2 W−1) to units of resistance (e.g. s cm−1) and for comparison
with the resistance of the boundary layer rH, it is necessary to choose an arbitrary value
of ρcp for air, e.g. 1.22 × 103 J K−1 m−3 which is the value at 20 ◦C. On this basis,
a resistance r = 1 s cm−1 is equal to an insulation r/ρcp = 0.082 K m2 W−1. Cena
and Clark (1978) comprehensively reviewed the physics of the thermal insulation of
animal coats and human clothing.

An unit of insulation found in human studies is the “clo”, equal to 0.155 K m2 W−1,
and therefore equivalent to 1.86 s cm−1 or 0.39 cm of still air (putting rH = t/κ).
The clo was originally conceived as the insulation that would maintain a resting man,
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Table 10.1 Insulation of Still Air, Human Clothing, Sleeping Bags, and Duvets

Insulation material clo tog K m−2 W−1 r (s cm−1)

Still air (1 cm at 20 ◦C) 2.6 4.0 0.4 4.8
Naked human 0 0 0 0
Tropical clothing 0.3 0.5 0.05 0.6
Light summer clothing 0.5 0.8 0.08 1.0
Indoor winter clothing 1.0 1.6 0.16 2.0
Heavy weight business suit 1.5 2.3 0.23 2.8
Maximum insulation outdoor clothing 4.0 6.2 0.62 7.6
Summer weight sleeping bag (8–15 ◦C) 2–3 3–5 0.3–0.5 3.7–6.1
Winter weight sleeping bag (−3 to +10 ◦C) 4.5–6.5 7–10 0.7–1.0 8.5–12.2
Winter weight duvet 8.4 13 1.3 15.9

Values of resistance are based on an arbitrary value for ρcp of 1.22 × 103 J K m−3.

whose metabolism is 50 kcal m−2 h−1 (about 60 W m−2), indefinitely comfort-
able in an environment of 21 ◦C, relative humidity less than 50%, and air movement
20 ft min−1. Insulation of clothing is commonly reported in clo. A unit used in Europe
is the “tog”, defined as an insulation of 0.1 K m2 W−1, so that 1 clo = 1.55 tog. Tog
units are often quoted for the insulation of duvets (comforters) and some insulated out-
door wear. Specialized units of this type have few merits and tend to separate a subject
from other related branches of science. Table 10.1 summarizes insulation values for
clothing, sleeping bags, and duvets in specialized and SI units.

10.4.1 Insulation of Animals

The insulation of animals has three components: a layer of tissue, fat, and skin across
which temperature drops from deep body temperature to mean skin temperature; a layer
of relatively still air trapped within a coat of fur, fleece, feathers, or clothing; and an
outer boundary layer whose resistance is given by d/(κ Nu) (p. 152). A comprehensive
analysis of heat exchange in mammals would need to consider separately the amount
of heat lost from the trunk, legs, head, etc. Because these appendages are usually less
well insulated and are smaller than the trunk, they are capable of losing more heat
per unit area. In practice, the loss of heat from appendages is usually small compared
with the total loss from the rest of the body, particularly in cold conditions when blood
flow to appendages may be reduced to conserve body heat. However, some animals
from hot environments dissipate large amounts of heat through their ears or tails. The
desert foxes on the cover of this book are one example. As a second example, African
elephants have large ears (the surface area of both sides of the ears is about 20% of
the surface area of the animal) that are flapped in hot conditions and are well supplied
with blood vessels that can be dilated to lose heat. There is some evidence that the
rate of ear flapping by African elephants increases with temperature (Buss and Estes,
1971). Phillips and Heath (1992) estimated in some conditions a large African elephant
could achieve most of its heat loss requirements by flapping its ears and modulating the
blood supply to them. In a follow-up theoretical study, Phillips and Heath (2001) con-
cluded that the excessively large ears of the cartoon elephant Dumbo not only allowed
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Table 10.2 Thermal Resistances of Animals. Peripheral Tissue, and Coats

Tissue (Blaxter, 1967) s cm−1

Vaso-constricted Dilated

Steer 1.7 0.5
Man 1.2 0.3
Calf 1.1 0.6
Pig (3 months) 1.0 0.6
Down sheep 0.9 0.3

Coats (Blaxter, 1967; Hammel, 1955) s cm−1 per cm depth Percent of still air

Air 4.7 100
Red fox 3.3 70
Lynx 3.1 65
Skunk 3.0 64
Husky dog 2.9 62
Merino sheep 2.8 60
Down sheep 1.9 40
Blackfaced sheep 1.5 32
Cheviot sheep 1.5 32
Aryshire cattle

Flat coat 1.2 26
Erect coat 0.8 17

Galloway cattle 0.9 19

Disney’s baby elephant to fly, but would also allow him to dissipate the large metabolic
heat produced during aerobatics.

Average values of insulation for specific species can be determined from measure-
ments of metabolic heat production, external heat load, and the relevant mean temper-
ature gradients.

10.4.2 Tissue

The insulation of tissue is defined as the temperature difference per unit heat flux
density between deep body temperature and the skin surface. Insulation is strongly
affected by the circulation of blood beneath the skin, and the constriction and dilation
of blood vessels can change tissue resistance by a factor of 2–3. For comparison with
the thermal resistances of hair and air, values of tissue insulation found in the literature
have been multiplied by the volumetric heat capacity ρcp of air at 20 ◦C. Table 10.2
shows values ranging from a minimum of 0.3 s cm−1 for vaso-dilated tissue to between
1 and 2 s cm−1 for vaso-constricted tissue.

The empirical equation

rmax = 0.155W 0.33 (10.24)

relates maximum tissue resistance rmax (s cm−1) to body mass W (kg) and provides
reasonable estimates for several animal species ranging from baby pigs weighing 1.5 kg
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to cattle weighing 450 kg (Bruce and Clark, 1979; Turnpenny et al., 2000; Berman,
2004).

Taken as an average over the whole body, the thermal conductivity of human skin
during vaso-constriction appears to be about an order of magnitude greater than the
conductivity of still air, i.e. about 0.2–0.3 W m−1 K−1, and measurements on fin-
gers showed that the conductivity increases linearly with the rate of blood flow. The
effective mean thickness of the skin during vaso-constriction is equivalent to about
2.5 cm of tissue or 0.25 cm of still air. These figures must conceal large local differ-
ences of insulation of the limbs and appendages depending on the thickness and nature
of subcutaneous tissue and the degree of curvature.

10.4.3 Coats—Mixed Regimes

There are many systems both in the field and within buildings where several modes
of heat transfer operate simultaneously, but one mode usually dominates and a good
approximation to the rate of transfer can then be obtained by neglecting the others. In
the coats of animals and in clothing, however, molecular conduction, radiation, free and
forced convection all play a significant role, and evidence for this is now considered.

The thermal resistance of animal coats has been measured by a number of workers
and reported in units such as K m2 W−1 or clo/inch. These units obscure an important
physical fact: the thermal conductivity of hair, fleece, and clothing is of the same order
of magnitude as the conductivity of still air. (A distinction made by others between
“still” air and “dead air space” is based mainly on an arithmetical error. The two
are physically identical by definition, although in practice it is difficult to achieve a
temperature gradient across a layer of still air without setting up a circulation of air by
convection which increases the thermal conductivity.)

The thermal conductivity of still air is 2.5 × 10−2 W m−1 K−1 at 20 ◦C, equivalent
to a resistance of 4.8 s cm−1 for a layer of 1 cm; or 2.58 clo/cm; or 4.0 tog/cm; or
6.6 clo/inch. Scholander et al. (1950) showed that the insulation per unit thickness of
coat was remarkably uniform for a wide range of wild animals from shrews to bears,
as revealed by the approximate linearity of the observations plotted in Figure 10.12.
The average insulation derived from his measurements is often quoted as 4 clo/inch
meaning that 1 inch of fur had the same insulation as 4/6.6 or 0.6 inch of still air. In
terms of still air, the efficiency of insulation is therefore 60%. A simple calculation
suggests that conduction along hair fibers was trivial but at least two other modes of
heat transfer may have been responsible for the failure of the coats to behave like still
air:

1. there was significant radiative transfer from warmer to cooler layers of hair;
2. buoyancy generated by temperature gradients was responsible for free convection.

Starting with the first possibility, Cena and Monteith (1975a) used Beer’s Law to
analyze the change of radiative flux with depth in samples of coat exposed to radiation.
Depth within the coat was specified by an interception parameter (p), as described in
p. 125. For long-wave radiation in an isothermal coat, the assumption that hairs behaved
like black bodies gave estimates of p close to those obtained by measurements of hair
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Figure 10.12 Thermal resistance of animal coats as a function of their thickness (after Scholander
et al., 1950). (a) Dall sheep; (b) wolf, grizzly bear; (c) polar bear; (d) white fox; (e) reindeer,
caribou; (f) fox, dog, beaver; (g) rabbit; (h) marten; (i) lemming; (j) squirrel; and (k) shrew.

geometry, ranging from 4 to 5 cm−1 for sheep to 18 cm−1 for calf and deer with much
smoother coats.

For a non-isothermal coat with a uniform temperature gradient between the skin and
the external surface, the heat flux was found to be proportional to the gradient, and the
equivalent radiative conductivity was

kR = (4/3)4σ T 3/p. (10.25)

Assuming 4σ T 3 = 6.3 W m−2 K−1 (at T = 293 K), kR therefore ranged from
0.004 W m−1 K−1 for calf hair to 0.02 W m−1 K−1 for sheeps’ fleece. These figures
imply that the effective thermal conductivity of animal coats, determined by combining
the conductivities for molecular conduction and radiation in parallel, can never be as
small as the value for still air and may be nearly twice that value for fleece and coats with
similar structure. Corresponding values of resistance per unit depth of coat are obtained
by writing rR = ρcp/kR where ρcp has some arbitrary value (e.g. 1.22 kJ m−3 K−1

for 20 ◦C).
Even allowing for radiative transfer, the conductivity of several types of coat was

substantially larger than the value predicted on the basis of transfer by molecular con-
duction and radiation, and the discrepancy increased with the size of the temperature
gradient across the hairs. This behavior suggested that free convection must be impli-
cated, since the effective conductivity for this mode of heat transfer is proportional to
the 0.25 power of a temperature difference (deduced from p. 154). The rates of heat
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transfer assigned to free convection were found to be consistent with air velocities
within the coat of the order of 1 cm s−1.

Molecular conduction, radiation, and free convection therefore account for the range
of values of thermal resistance in Table 10.2. Few attempts have been made to relate
the insulation of an animal coat to the structure and weight of coat elements. Wathes
and Clark (1981b) were able to show that the pelt resistance of the domestic fowl (i.e.
feathers and skin) increased with feather mass per unit area Wf (kg m−2) according to
the relation

r = 6.5Wf + 1.5, (10.26)

where r is in s cm−1. A range of Wf from 0.05 to 0.8 kg m−2 was obtained from pelts
damaged by abrasion or pecking when birds were housed in battery cages. The corre-
sponding range of resistance from 2 to 7 s cm−1 suggests that, in this type of system,
substantial losses of heat and therefore of productivity may be caused by poor manage-
ment. In undamaged coats, the average plumage resistance at 6 s cm−1 was similar to
values reported for other avian species and the resistivity of 1.8 s cm−1 per cm coat
depth was comparable with figures for sheep. However, Ward et al. (2001) compared
the insulation of chicken pelts from housed and free-range birds, and found surpris-
ingly little difference between the two environments. They concluded that behavior
(e.g. huddling, or choosing sheltered microclimates) is probably more important than
differences in pelt insulation in determining the heat balance of housed and free-range
poultry. Male Emperor penguins also use huddling to reduce heat loss while tending
their eggs in the Antarctic winter. Studies have shown that the average rate of heat loss
from a penguin in a large huddle of several hundred penguins is less than half the rate
of heat loss from an isolated penguin in the same environment.

In the natural environment, forced convection must also play a significant role within
coats to an extent determined by windspeed V and wind direction with respect to an
animal’s body. The literature contains accounts of many experiments purporting to
show that resistance of coats and clothing is reduced by a quantity proportional to the
square root of V . However, careful re-analysis of the data showed that the conductance
of a coat, which is the reciprocal of resistance, increases linearly with V , i.e.

r(V )−1 = r(0)−1(1 + bV ), (10.27)

where r(V ) is resistance at windspeed V and b is a constant that depends on the wind
permeability of the coat (Campbell et al., 1980). Values of b for dense coats were around
0.1 s m−1, so that a dense coat with a resistance of 10 s m−1 in still air would have
only half this resistance at a windspeed of 10 s m−1. For a range of coat structures,
b ranged between 0.03 and 0.23 s m−1. Values of b for clothing range from about
1.0 s m−1 for T-shirt material to 0.05 s m−1 for special wind-resistant fabrics.

The simplest interpretation of Eq. (10.27) is that wind completely destroys the
insulation of a depth t of fleece or clothing given by

t = lbV /(1 + bV ), (10.28)

where l is total depth of the material.
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Figure 10.13 Electrical analog for heat transfer through animal coat with wind penetration to
depth t below surface (from McArthur and Monteith, 1980b).

Figure 10.13 unites all four modes of heat transfer and emphasizes the thermal
complexity of coats and clothing.

10.5 Problems

1. Estimate the Nusselt number for a flat plate with characteristic dimension 50 mm
exposed to a windspeed of 2.0 m s−1. Assume now that a real leaf can be treated
as a flat plate with the same characteristic dimension, but that its Nusselt number
is twice the value calculated earlier (i.e. β = 2, pp. 160–161). Estimate the rate
of convective heat transfer from the leaf at a windspeed of 2.0 m s−1 when the
difference between leaf and air temperature is 1.5 ◦C.

2. A silk worm, diameter 4 mm, is suspended vertically on a thread in a sunfleck in a
plant canopy where the windspeed is 0.1 m s−1. If the caterpillar’s temperature is
5 ◦C greater than the air temperature, estimate its rate of convective heat loss.

3. A thermometer element, reflection coefficient 0.40, is exposed to a mean irradi-
ance of 300 W m−2 of solar radiation in an environment where effective radiative
temperature and air temperature are 20.0 ◦C and windspeed is 1.0 m s−1. If the
resistance rH to convective heat transfer of the thermometer is 80 s m−1, what tem-
perature will the thermometer indicate? Two methods of improving the thermometer
were tested (i) coating the element with white paint, reflection coefficient 0.90, and
(ii) surrounding the element with a radiation shield, emissivity unity, but which
reduced the windspeed u around the bulb to 0.5 m s−1. If the radiation shield
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reduced the mean solar irradiance of the bulb to 90 W m−2, calculate which method
gave the smallest temperature error, assuming that rH was proportional to u−0.5.

4. An isolated flower bud can be treated as a sphere, diameter 10 mm. The bud is
exposed to a cloudless night sky with Ld = 230 W m−2. Ground temperature is
273 K and air temperature is 275 K. The bud is susceptible to damage if its tem-
perature falls below 273 K. Calculate the extra heat flux that it would be necessary
to supply to the bud in order to maintain its temperature at 273 K. Suggest ways in
which the microclimate could be modified to protect the bud.

5. The fleece temperature of a sheep (treated as a cylinder, diameter 1.0 m) was 40 ◦C
greater than air temperature in bright sunshine when the windspeed was 0.5 m s−1.
Would its convective heat loss be best treated as forced or free convection? Would the
boundary layer be most likely laminar or turbulent? Estimate the rate of convective
heat loss.

6. A young animal is roughly cylindrical in shape, diameter 20 cm. Its core (diameter
16 cm) temperature is 37 ◦C, skin temperature is 30 ◦C, and the thermal conductivity
of the peripheral tissue is 0.60 W m−1 K−1. Estimate the heat flux per unit area of
the skin surface ignoring heat loss from the ends of the cylindrical shape.



11 Mass Transfer
(i) Gases and Water Vapor

Two modes of diffusion are responsible for exchanges of gases and water vapor between
organisms and the air surrounding them. Molecular diffusion operates within organisms
(e.g. in the lungs of an animal or in the substomatal cavities of a leaf) and in a thin skin of
air forming the boundary layer that surrounds the whole organism. Turbulent diffusion
is the dominant transfer process in the free atmosphere, although molecular diffusion
continues to operate and is responsible for the ultimate degradation of turbulent energy
into heat.

Turbulence is ubiquitous in the atmosphere except close to the earth’s surface on calm
clear nights. The turbulent transfer of water vapor and carbon dioxide is of paramount
importance for all higher forms of life. As a measure of the effectiveness of atmospheric
turbulence, the amount of carbon dioxide absorbed by a healthy green crop in one
day is equivalent to all the CO2 between the canopy and a height of about 30 m. In
practice, although the concentration of carbon dioxide in the atmosphere decreases
between sunrise and sunset as a result of photosynthesis, this depletion rarely exceeds
15% of the diurnal mean concentration near the ground. These figures imply that
turbulent transfer enables vegetation to extract CO2 from a substantial depth of the
mixed planetary boundary layer (PBL). A quantitative indication of the efficiency of
atmospheric mixing can be found from the measurements of Bakwin et al. (1998), who
measured the vertical profile of CO2 mixing ratio on tall television towers in Wisconsin
and North Carolina. During summer afternoons, mixing ratios were about 2–3 ppm less
than the daily mean throughout the layer from the ground to 400–500 m, and probably
through the entire 1–2 km PBL depth. They concluded that over this period the rate of
CO2 loss from the PBL by plant uptake at the surface was balanced by an entrained
input of CO2 at the top of the PBL.

The process of mass transfer will now be described in terms of diffusion across
boundary layers, through porous septa and within the free atmosphere.

11.1 Non-Dimensional Groups

Mass transfer to or from objects suspended in a moving airstream is analogous to
heat transfer by forced convection and is conveniently related to a non-dimensional
parameter similar to the Nusselt number of heat transfer theory. This is the Sherwood
number Sh defined by the equation
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F = ShD(χs − χ)/d, (11.1)

where F = mass flux of a gas per unit surface area (e.g. g m−2 s−1); χs, χ = mean
concentrations of gas at the surface and in the free atmosphere (e.g. g m−3); D =
molecular diffusivity of the gas in air (e.g. m2 s−1). (Thomas Sherwood was an Amer-
ican chemical engineer who made substantial advances in the analysis of interactions
between mass transfer and flow.) Rearranging Eq. (11.1),

Sh = F
D(χs − χ)/d

(11.2)

so that the Sherwood number can be interpreted as the ratio of the actual rate of mass
transfer F to the rate of transfer that would occur if the same concentration difference
were established across a layer of still air of thickness d. The corresponding resistance
to mass transfer is derived by comparing Eq. (11.1) with

F = (χs − χ)/r (11.3)

giving r = d/(DSh) (cf. rH = d/(κNu)). Resistances and diffusion coefficients for
water vapor and carbon dioxide will be distinguished by subscripts and are related by
rV = d/(DVSh) and rC = d/(DCSh). Values of D for water vapor and carbon dioxide
are given in Appendix A, Table A.3.

11.1.1 Forced Convection

Just as the Nusselt number for forced convection is a function of V d/ν (Reynolds
number) and ν/κ (Prandtl number), the Sherwood number is the same function of
V d/ν and the ratio ν/D known as the Schmidt number (abbreviated to Sc). (Ernst
Schmidt, a German engineer, drew attention to the similarity between heat and mass
transfer, and is also credited with first proposing the use of aluminum foil for radiation
shielding.) As an example of the analogy between mass and heat transfer, the Sherwood
number for mass exchange at the surface of a flat plate is

Sh = 0.66 Re0.5Sc0.33, (11.4)

cf.

Nu = 0.66 Re0.5 Pr 0.33. (11.5)

The presence of the term 0.66 Re0.5 in both expressions is a consequence of a
fundamental similarity between the molecular diffusion of heat, mass, and momentum
in laminar boundary layers and the numbers Sc0.33 and Pr0.33 take account of differences
in the effective thickness of the boundary layers for mass and heat.

For any system in which heat transfer is dominated by forced convection, the relation
between Sh and Nu is given by dividing Eq. (11.4) by (11.5):

Sh = Nu(Sc/ Pr )0.33 = Nu(κ/D)0.33. (11.6)



Mass Transfer 181

The ratio κ/D is sometimes referred to as a Lewis number (Le). (Warren Lewis has
been called the father of US chemical engineering. He pioneered analysis of simulta-
neous heat and mass transfer, and applied it to refining in the oil industry.) In air at
20 ◦C, (κ/D)0.33 is 0.96 for water vapor and 1.14 for CO2 (see Appendix A, Table
A.2). The corresponding ratios of resistances (cf. p. 153) are

rV/rH = (κ/DV)0.67 = 0.93,

rC/rH = (κ/DC)0.67 = 1.32.

11.1.2 Free Convection

In free convection, the circulation of air round a hot or cold object is determined by
differences of air density produced by temperature gradients, by vapor concentration
gradients, or by a combination of both. Since the Nusselt number is related to the
Grashof and Prandtl numbers by Nu = CGrm Prm (where C is a constant, see p. 154),
the Sherwood number will be Sh = CGrmScm = NuLem where m is 1/4 in the laminar
regime and 1/3 in the turbulent regime. To calculate the Grashof number in cases of
simultaneous heat and water vapor transfer, it is convenient to replace the difference
between the surface and air temperature T0 −T by the difference of virtual temperature
(p. 15). If eo and e are vapor pressures at the surface and in the air and p is air pressure,
the difference in virtual temperature corresponding to T0 − T is

Tv0 − Tv = T0(1 + 0.38e0/p) − T (1 + 0.38e/p) (11.7)

= (T0 − T ) + 0.38(e0T0 − eT )/p, (11.8)

where temperatures are expressed in K. The importance of the vapor pressure term when
T is close to T0 can be illustrated for the case of a man covered with sweat at 33 ◦C and
surrounded by still air at 30 ◦C and 20% relative humidity. Then e0 = 5.03 kPa and e =
0.85 kPa (from Appendix A, Table A.4). The term T0 − T is 3 K, 0.38

(
e0T0 − eT

)
/p

is 4.9 K (assuming p = 101.3 kPa) and the difference of virtual temperature is therefore
7.9 K. The size of the Grashof number allowing for the difference in vapor pressure is
2.6 times the number calculated from the temperature difference alone ((Tv0 − Tv)/

(T0 − T ) = 7.9/3 = 2.6). The corresponding error in calculating a Nusselt or Sher-
wood number (proportional to Gr0.25) if vapor pressure gradients were neglected is
about −27%.

A similar type of calculation may be used to determine atmospheric stability when
temperature and water vapor concentration are both functions of height.

11.2 Measurements of Mass Transfer

11.2.1 Plane Surfaces

For laminar flow over smooth flat plates, the Sherwood number for water vapor,
0.57 Re0.5 (Eq. (11.4) with Sc0.33 = 0.86 for water vapor (Appendix A, Table A.2)), is
shown by the continuous line in Figure 11.1. Powell (1940) obtained a similar relation
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Figure 11.1 Relation between Sherwood and Reynolds numbers for plates parallel to the

airstream. Continuous line, standard relation Sh = 0.57 Re0.5; dashed line, measurements on
disks by Powell (1940); ×, measurements on model bean leaf by Thom (1968); o, measurements
on replicas of alfalfa and Cocksfoot leaves by Impens (1965).

Sh = 0.41 Re0.56 for circular disks with diameters between 5 and 22 cm parallel to
the wind (dashed line). Thom (1968) measured evaporation from filter paper attached
to the model bean leaf depicted in Fig. 9.4, and used bromobenzene and methylsal-
icylate as well as water to get a range of diffusion coefficients from 5.4 × 10−6 to
24 × 10−6 m2 s−1. At windspeeds exceeding 1 m s−1, the mass transfer of all three
vapors was described by Sh = 0.7 Re0.5Sc0.33, i.e. within a few percent of the predicted
value (Eq. (11.4)). Thom’s measurements for water vapor, plotted in Figure 11.1, show
that when the windspeed was less than 1 m s−1 (Re < 2800) the Sherwood numbers
were larger than the predicted value, possibly because the rate of mass transfer was
increased by differences of density in the air surrounding the leaf.

By using radioactive lead vapor as a tracer, perfectly absorbed by the surfaces
exposed to it, Chamberlain (1974) was able to measure rates of mass transfer as a
function of position on model bean leaves about 11 × 11.5 cm. Figure 11.2 shows that
when the samples were parallel to the flow in a wind tunnel, measurements of Sherwood
number were consistent with the standard relation and with Thom’s observations. With
leaves at an angle to the flow (not shown), the local boundary layer resistance of the
surface that was tilted in the upwind direction increased by a factor of about 4 from the
leading edge to the trailing edge. In contrast, the resistance over the downwind surface
was greatest just behind the leading edge—a shelter effect—and then decreased with
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Figure 11.2 Comparison of measurements of mass transfer between air flow and flat surfaces

parallel to the flow. The non-dimensional group Sh Sc−0.33 is plotted as a function of Re0.5 to
give the constant of Eq. (11.4) as a slope. Symbols and lines: � small leaves; � large leaves;
∇ large leaves (central strip only); A—Pohlhausen (1921); B—Thom (1968); C—Powell (1940):
(from Chamberlain, 1974).

increasing distance, presumably because the surface was exposed to eddies forming in
the lee of the edge. The mean resistance for the whole area of both surfaces appeared
to be almost independent of exposure angle.

For real leaves in the field, wind direction is rarely constant and differences in
local boundary resistance will usually be smaller (and less regular) than the previ-
ous paragraph suggests. The dependence on leaf angle of heat and mass transfer will
usually be a consequence of differences in radiation absorption rather than in transfer
coefficients.

When Chamberlain measured the rate of uptake of lead vapor by real bean leaves
growing in a canopy, Sherwood numbers were about 25% greater than predicted from
measurements on isolated models. The corresponding value of β (p. 160) is 1.25. This
is consistent with measurements of evaporation from Citrus leaves in a canopy for
which Haseba (1973) found that β increased systematically with leaf area density (area
per unit volume of canopy) as Figure 11.3 shows. For arable crops, leaf area density
is often of the order of 0.1 so Figure 11.3 implies that β should be between 1.1 and
1.2 in the field, consistent with conclusions for heat. Somewhat larger values would be
expected if leaves were fluttering.

11.2.2 Cylinders

For Reynolds numbers between 103 and 5 × 104, the Nusselt number for cylinders
can be expressed as Nu = 0.26 Re0.6 Pr0.33 and the corresponding Sherwood number
is Sh = 0.26 Re0.6Sc0.33 or, in air, Sh = 0.22 Re0.6. Powell’s measurements of the
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Figure 11.3 Ratio β of boundary layer resistance for an isolated Citrus leaf to resistance mea-
sured within a canopy of leaves of specified leaf area density (LAD) (redrawn from Haseba,
1973).

evaporation from a wet cylinder in a wind tunnel fit this relation closely and it is shown
by the continuous line in Figure 11.4. For the more restricted range of Reynolds numbers
from 4×103 to 4×104, the relation Nu = 0.17 Re0.62 is often used. The corresponding
Sherwood number Sh = 0.16 Re0.62 is shown by the pecked line in Figure 11.4.

Nobel (1974) measured the resistance to evaporation from wet paper cylinders
(d = 2 cm) as a function of turbulent intensity and found that turbulence of 10% was
enough to decrease boundary layer resistance by 22% implying that β = 1.22 in the
corresponding expression for Sherwood number. When the intensity of turbulence was
increased from 10% to 70%, resistance decreased only slightly further. As with similar
experiments on heat transfer, observed values of β must to some extent reflect the size
of turbulent eddies in relation to the size of the object as well as turbulent intensity.

Rapp (1970) established close agreement between measurements of the evaporative
loss from nude men covered with sweat and values predicted from the Sherwood number
for a cylinder of appropriate diameter. The units of his calculations were transformed
to show this agreement in Figure 11.4.

11.2.3 Spheres

The Nusselt number for a sphere can be expressed over a wide range of Re in the
form 0.34 Re0.6 (Appendix A, Table A.5), and the corresponding Sherwood number
is 0.34 Re0.6 Le0.33 which is 0.32 Re0.6 for water vapor. Analysis of Powell’s (1940)
measurements of evaporation from wet spheres gives Sh = 0.26 Re0.59, about 20%
less than the values predicted from accepted heat transfer rates.
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Figure 11.4 Relations between Sherwood and Reynolds numbers for a wet cylinder at right

angles to the airstream. Continuous line, Sh = 0.22 Re0.6; dashed line, Sh = 0.16 Re0.62. The
points were calculated by Rapp (1970) from measurements by Kerslake on a man covered with
sweat.

The rate of heat transfer from a 6 cm diameter balsa wood sphere was close to the
predicted value when the turbulent intensity i was about 1% but β (p. 160) was about
1.1 for i = 30% and 1.14 for i = 70% (Nobel, 1975); a similar sensitivity to turbulence
is expected for mass transfer.

11.3 Ventilation

When mass transfer is induced by the ventilation of a system, an equation relating the
mass flux to an appropriate potential gradient can be used to define a transfer resistance
consistent with the values of diffusion resistance already discussed. Relevant examples
are the exchange of carbon dioxide between the air inside and outside a greenhouse,
the loss of water vapor by evaporation from the lungs of an animal, and the exchange
of gases in open-top field chambers.

If the air in a greenhouse is well stirred so that the volume concentration of CO2 in the
internal air has a uniform value of φi (m3 CO2 m−3 air) when the external concentration
is φe, the rate at which plants in the glasshouse absorb CO2 from the external atmosphere
can be written as

Q = ρcvN (φe − φi)g h−1, (11.9)

where v is the volume of air in the house (m3), N is the number of air changes per
hour, and ρc is the density of CO2 (g m−3). Dividing both sides of Eq. (11.9) by the
floor area A gives a flux of CO2 per unit floor area
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F = Q/A = ρcvN
(
φe − φi

)
/A. (11.10)

The resistance to CO2 diffusion rc can be defined by writing

F = ρc
(
φe − φi

)
/rc

and comparison of the two equations gives

rc = A/vN (11.11)

= (
Nh̄
)−1

,

where h̄ is the mean height of the house. For example, if N is 10 air changes per hour
and h̄ = 3 m, rc is 1/30 h m−1 or 120 s m−1, comparable in size with boundary
layer and stomatal resistances. Roy et al. (2002) reviewed heat and mass transfer in
greenhouses considered as well-mixed volumes.

A similar approach is applicable to mass transfer from animals. If V is the volume
of air respired by an animal per minute (the “minute volume”) and A is the area of skin
surface, the loss of water per unit skin area is

F = V
(
χs
(
Tb
)− χ

)
/60A g m−2 s−1, (11.12)

where χs
(
Tb
)

is the water vapor concentration of air saturated at deep body temperature
Tb and χ is the concentration in the environment, both expressed in g m−3. Then the
resistance to vapor exchange is

rV = 60A/V .

For a typically-sized man at rest, V = 10−2 m3 min−1 and if A = 1.7 m2, rV is
104 s m−1 or 100 s cm−1, i.e. about two orders of magnitude larger than common values
of the boundary layer resistance of the torso for a sweating nude figure. Even during
very rapid respiration when V may reach 10−1 m3 min−1, the diffusion resistance for
respiration will exceed the boundary layer resistance by an order of magnitude, and
when the skin is covered with sweat, the loss of water by evaporation from the lungs
will be much smaller than the cutaneous evaporation rate.

To determine the response of crops to pollutant gases or elevated carbon dioxide
concentrations, cylindrical chambers with open tops (Figure 11.5) are often used in
attempts to alter the quality of air around plants growing in the field without making
large changes in other aspects of the microclimate (Heagle et al., 1973). For air quality
studies, fans blow air into the base of chambers through filters which absorb pollutants;
other chambers have fans without filters to provide “control” treatments. Extra pollu-
tants or CO2 may also be injected into the ventilation air of some chambers (Unsworth
et al., 1984; Mulholland et al., 1998). However, the concentration of a pollutant within
a filtered open-top chamber is usually not zero because some unfiltered air enters by
“incursion” through the open top. Figure 11.6 shows a simple resistance analog which
can be used to estimate the concentration of the pollutant gas in a chamber in which a
filter to absorb pollutants is adjacent to the fan. Exchange of the gas through the open
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Figure 11.5 Open-top chambers in a field of beans at Sutton Bonington. The boxes adjacent
to the chambers contained fans for ventilating the chambers, and some also contained charcoal
filters for absorbing gaseous air pollutants. The “frustum” design at the open top reduced the
rate of incursion of unfiltered air (see text).

Figure 11.6 Schematic diagram of an open-top field chamber and the equivalent resistance
analog.

top (incursion) can be regarded as driven by the potential difference between the con-
centration φe in the outside air and the concentration φi in the chamber. The resistance
to incursion is given by ri = A/vNi where A is the chamber base area, v is the vol-
ume, and Ni is the rate of air change through the open top. Similarly, air flow through
the filter is driven by the potential φo − φi and limited by the resistance rf describing
ventilation by the fan (Nf air changes per second); φo is the gas concentration (usually
close to zero) leaving the filter. To complete the general analog, the pollutant flux in
the chamber to plants and soil where φ is assumed to be zero is given by (φi − 0)/rc,
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where rc is the plant canopy resistance. It follows, from the conservation of flux, that

φo − φi

rf
+ φe − φi

ri
= φi − 0

rc

which, for the ideal case φi = 0, reduces

φi/φe =
[

1 + ri

(
1

rf
+ 1

rc

)]−1

. (11.13)

For a set of chambers designed by Heagle et al. (1973), Unsworth et al. (1984a, b)
estimated the resistances as follows: rf = 6 s m−1 (about three air changes per minute);
ri decreased from about 50 s m−1 when the windspeed outside was 1 m s−1 to about
15 s m−1 at a windspeed of 6 m s−1; and rc for ozone uptake by a canopy of soybeans
had a minimum value of about 70 s m−1. Equation (11.13) then shows that the pollutant
concentration φi in the chamber would increase from about 0.1 φe at the lowest wind-
speed to 0.3 φe at 6 m s−1. It is unlikely that open-top chambers could be designed
to be much more effective than this without substantially altering other features of
microclimate such as temperature and humidity.

11.4 Mass Transfer Through Pores

11.4.1 Leaf Stomatal Resistances

When leaves transpire, water evaporates from mesophyll (internal) cell walls and
escapes to the atmosphere by diffusing into substomatal cavities, through stomatal
pores, and finally through the leaf boundary layer into the free atmosphere. During
photosynthesis, carbon dioxide molecules follow the same path but in the opposite
direction. Figure 11.7 shows a schematic of a single stomatal pore, showing the guard
cells which alter the pore aperture, the cuticle that is relatively impervious to water
vapor, mesophyll cells, and the substomatal cavity and intercellular spaces. Plants
maintain active control over the dimensions of their stomatal pores by changes in the
osmotic potential of guard cells, and even though, when fully open, the pores occupy
only 0.5–5% of the leaf surface area, almost all the water vapor and CO2 exchanged
between leaves and the atmosphere passes through these pores (Jones, 1992).

Rigorous treatments of diffusion through pores (e.g. Leuning, 1983) allow for the
interaction of diffusing gases and for the difference in (dry) air pressure across pores
needed to balance the difference in water vapor pressure. There is a class of problems
in which these complications cannot be ignored (e.g. in precise estimates of the inter-
cellular CO2 concentration) but for many practical purposes the elementary treatment
which follows is adequate.

It will therefore be assumed that, for a leaf lamina, the resistance of stomatal pores
for a particular gas depends only on their geometry, size, and spacing whereas the
resistance offered by the boundary layer depends on leaf dimensions and windspeed.
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Figure 11.7 Schematic diagram of a single stoma (after Jones, 1992).

Conversions of Units for Flux and Resistance

As discussed earlier, in plant physiology it is often convenient to express fluxes
in units of mol m−2 s−1 and concentrations in mol gas mol−1 air. Conductance
then has the same units as flux, and resistance is the reciprocal of conductance. For
conversion, conductance in mol m−2 s−1 must be multiplied by m3 mol−1 (0.0224
at STP) to obtain units of m s−1, and resistance in units of mol−1 m2 s must be
multiplied by mol m−3 (44.6 at STP) to obtain units of s m−1. For temperatures
and pressures other than STP the conversion factors must be modified using the
Gas Law (Chapter 2).

Meidner and Mansfield (1968) tabulated stomatal populations and dimensions
for 27 species including crop plants, deciduous trees, and evergreens. The leaves of
many species have between 100 and 200 stomata per mm2 distributed on both the upper
and lower epidermis (an amphistomatous leaf) or on the lower surface only (a hyposto-
matous leaf). The depth of the pore is commonly between 10 and 30 µm and the area
occupied by a complete stoma, including the guard cells responsible for opening and
shutting the pore, ranges from 25×17 µm in Medicago sativa (Alfalfa) to 72×42 µm
in Phyllitis scolopendrium (Hart’s tongue fern).

Because stomata tend to be smaller in leaves where they are more numerous, the
fraction of the leaf surface occupied by pores does not vary much between species.
There is much greater variation in the geometry of pores: the stomata of grasses are
usually long, narrow, and aligned in rows parallel to the midrib whereas the elliptical
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Figure 11.8 Equivalent electrical circuit for loss of water vapor from a leaf by diffusion through
the stomata and cuticle of the upper (adaxial) and lower (abaxial) epidermis.

stomata of Beta vulgaris (sugar beet) and Vicia faba (broad bean) are randomly oriented
but uniformly dispersed over the epidermis.

The network of resistances in Figure 11.8 is an electrical analog for the diffusion
of water vapor from between the intercellular spaces of a leaf and the external air. The
calculation of boundary layer resistance rV has already been discussed (pp. 153, 181):
values of 30–100 s m−1 are expected for small leaves in a light wind.

11.4.2 Measurements of Diffusion Resistances

11.4.2.1 Leaves, Fungi, and Fruit

Leaf stomatal resistances are typically measured by clamping a small chamber (cuvette)
over a single leaf and measuring the rate of water loss E per unit leaf area, the leaf
temperature, and the temperature and humidity of the (well-mixed) air in the chamber.
From these measurements, assuming that air within stomatal pores is saturated at leaf
temperature, stomatal resistance rs can be determined from Eq. (11.3). Minimum stom-
atal resistances are observed when leaves have adequate light, plentiful water supply,
and relatively humid air surrounding them. Figure 11.9, adapted from Jones (1992),
summarizes the range and means of the minimum stomatal resistances reported for
various plant types.

Xerophytes such as succulents and cacti have large minimum resistances consistent
with the need to conserve water. Many mesophytes (plants adapted to environments
with a moderate supply of water) have minimum stomatal resistances in the range
50–300 s m−1, with the smallest values associated with cultivated grasses, cereals, and
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Figure 11.9 Mean values and ranges of minimum leaf stomatal resistances reported for different
plant types (after Jones, 1992).

herbaceous crops. Leaves of tree species generally have larger minimum resistances
than those of short vegetation.

Cuticular resistances range from 2 × 103 to 6 × 103 s m−1 in mesophytes and
from 4 × 103 to 40 × 103 s m−1 in xerophytes. In both types of plants, the resistance
of the cuticle is usually so much larger than the stomatal resistance that its role in
water vapor and CO2 transfer can generally be ignored. Jones (1992) summarized
much of the extensive literature on measurement and physiological control of stomatal
resistance.

Nobel (1975) found that the resistance to water vapor loss from the fruiting bodies
of fungi (Basidiomycetes) fell between 30 and 60 s m−1; for the fruits of many tree
species the range was from 3 × 103 to 700 × 103 s m−1. The resistance generally
increased with age as the fruit cuticle became thicker, e.g. from 600 s m−1 for a green
orange to 150 × 103 s m−1 for mature oranges.

11.4.2.2 Insects and Eggs

Entomologists have used resistance networks to describe the diffusion of water vapor
from within an insect either through spiracular valves (analogous to stomata) or dermal
and cuticular layers (analogous to the epidermis of a leaf). Precise measurements by
Beament (1958) of water loss from a cockroach nymph gave a resistance to vapor
transfer of about 2 × 103 s m−1, equivalent to the resistance of about 100 condensed
monolayers of stearic acid (Gilby, 1980).

Pores in the eggshells of birds have a function similar to the stomata of leaves,
allowing the inward diffusion of oxygen to the developing embryo and the outward
diffusion of carbon dioxide and water vapor. Tullett (1984) reviewed the structure
and function of eggshells. Unfortunately, avian physiologists conventionally express
the porosity g of eggshells in units of water loss per egg per day per unit water
vapor pressure difference across the shell. The failure to normalize for surface area
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obscures the fact that the diffusion resistance of eggshells is almost independent of
egg size. As an illustration, the relationship between g and egg mass W (g) derived by
Ar et al. (1974) can be written as

g = 37.5 × 10−9 W 0.78 g s−1 kPa−1.

For eggs with the same geometry and constant density but different size, surface area A
is proportional to W 0.66 (see p. 251), so the porosity per unit shell area g/A has only a
weak dependence on egg mass (W 0.12). When calculated by the methods used to define
leaf resistances, eggshell resistances to water vapor diffusion are typically between
about 5 × 104 and 1 × 105 s m−1 for eggs which range in mass from about 5 to 500 g.

11.4.3 Calculation of Diffusion Resistances

Electrical analogs provide a useful way of visualizing the process of diffusion from
the intercellular spaces of a leaf through stomatal pores to the external boundary layer.
If a leaf surface was uniformly covered with water, the concentration of water vapor
(equivalent to electrical potential) would decrease with distance away from the sur-
face, eventually reaching the concentration of the free air outside the leaf boundary
layer. Lines of constant concentration (equipotentials) would be parallel to the sur-
face. Diffusion through the boundary layer (assumed of constant depth) would be one-
dimensional, with the diffusive flux (equivalent to electrical current) perpendicular to
the equipotential lines.

But for leaves, more complex three-dimensional concentration fields are set up
near the surface because each stoma is a source of water vapor whereas the cuticle
is almost impermeable to water. In addition, pores have a length l, comparable with
their diameter d. Figure 11.10 illustrates diffusion through a single stomatal pore.

Figure 11.10 Electrical analog of diffusion of water vapor from a single stomatal pore. Note the
absence of equipotential lines in the substomatal cavity showing that the “end-correction” can
be neglected at the inner end of the pore.
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The broken lines are lines of constant potential representing water vapor concentration.
“Current,” representing the flux of water vapor, must always flow perpendicular to the
potential lines. According to the theory of gaseous diffusion in three dimensions through
a circular hole of diameter d, there is a resistance to diffusion associated with each side
of the hole given by rh = πd/8D where D is the diffusion coefficient of the gas. The
diffusion resistance of a uniform pore of length l is rp = l/D. In principle, the total
resistance of a pore rt is found by adding rp to the resistance rh at either end of the
pore, i.e.

rt = rp + 2rh. (11.14)

For stomata, rh is often smaller than rp and is therefore referred to as an “end-
correction.”

Two points can be made about the applicability of Eq. (11.14) for estimating resis-
tances of real pores. First, as the cross-section of most stomatal pores is not uniform,
the resistance of the pore cannot be calculated accurately without knowing the shape of
the cross-section and its area A at different distances from the end of the pore. However,
an approximate value of rt can be obtained from the length l and mean diameter d of
a pore with circular cross-section or from the major and minor axes of an elliptical
pore. Second, although the end-correction for a circular pore is usually assumed to be
2rh = πd/4D, Figure 11.10 shows that it would be incorrect to apply a conventional
end-correction to the inner end of the pore. If the substomatal cavity is assumed to be
lined with cell walls from which water is evaporating (represented by the dotted line),
the end-correction resistance of the inner end of the pore is much less than the resistance
of the outer end. This conclusion is supported by the elegant measurements of Meidner
(1976) who used a scale model of a substomatal cavity to show that evaporation inside
such a cavity is principally from loci near the pore, and Roth-Nebelsick (2007) who
used 3-D computer modeling to explore the influences of stomatal and substomatal cav-
ity architecture on stomatal resistance. For many leaves, rt = rp + rh = (l +πd/8)/D
is probably a better estimate of the resistance of a single pore than rt = rp + 2rh.

Finally, the resistance of a multi-pore system can be estimated. As mesophytes
usually have about 100 stomata per mm2 their average separation is about 0.1 mm or
100 µm, an order of magnitude larger than the maximum diameter of the pore. At this
spacing, there is little interference between the equipotential shells of individual pores,
although the merging of the equipotential lines shown in Figure 11.11 indicates that,
for precise calculations, the end-correction resistance for the outer end of each pore
could be reduced slightly.

When there are n pores per unit leaf area, the resistance rs of a set of pores can be
readily derived from the resistance of the individual pores rt. For example, if δχ is the
difference of water vapor concentration maintained across a set of n circular pores with
a mean diameter of d, the transpiration rate can be written either as

E = δχ

rs
or as

nπ
(
d2/4

)
δχ

rt
.
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Figure 11.11 Electrical analog for a leaf epidermis showing three pores. Note the merging of the
equipotential lines which decreases the effective end-correction for the outer end of each pore.

Substituting for rt (assuming an end-correction only at the outer end of the pore), it
follows that

rs = 4(l + πd/8)

πnd2 D
.

Similar expressions in a variety of units were derived by Penman and Schofield (1951)
and Meidner and Mansfield (1968).

Milthorpe and Penman (1967) evaluated the stomatal resistance of wheat leaves
with rectangular pores. Refinements in their calculations included: (i) allowing for the
stomatal slit getting shorter as the stoma closed; (ii) making the diffusion coefficient a
function of the stomatal width to allow for the effect of “slip” at the stomatal walls. This
phenomenon is important when the width is comparable with the mean free path of the
diffusing molecules. For example, when the width of the throat was 1 µm, the diffusion
coefficient for water vapor was 88% of its value in free air; and (iii) making the end-
correction for the inner end of the pore 1.5 times the correction for the outer end. (Figure
11.10 suggests that this factor should have been smaller rather than greater than unity.)
Figure 11.12 shows the relation between resistance and slit width (a) from values tabu-
lated by Milthorpe and Penman for wheat stomata, assumed rectangular and
(b) from values tabulated by Biscoe (1969) for sugar beet stomata, assumed elliptical.

Figure 11.12 and the analog circuit in Figure 11.8 can be used to estimate the
effect of stomatal closure on the total resistance to diffusion of water vapor or carbon
dioxide for a leaf, taking account of the distribution of stomata over the abaxial and
adaxial surfaces. On the assumption that wheat has amphistomatous leaves with the
same resistance rs on each epidermis, the total resistance for each surface is the sum
of two resistances in series, i.e. rs + rV, where rV is the leaf boundary layer resistance
to water vapor diffusion. The resistance of the whole leaf is the sum of the resistances
for the two sides in parallel, i.e.
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Figure 11.12 Diffusion resistance calculated for wheat (Milthorpe and Penman, 1967) and sugar
beet leaves (Biscoe, 1969) as a function of stomatal throat width. Resistances for water vapor
and carbon dioxide are given on left- and right-hand axes, respectively.

(
1(

rV + rs
) + 1(

rV + rs
)
)−1

= (rV + rs)/2.

When rV is much smaller than rs, the leaf resistance is approximately rs/2. On the
assumption that sugar beet has hypostomatous leaves, the resistances of the two surfaces
are rV + rs (abaxial) and rV + x (adaxial) where x is a resistance much larger than rs
representing the resistance of the cuticle. Combining these resistances in parallel gives
the total leaf resistance as(

1(
rV + rs

) + 1(
rV + x

)
)−1

≈ rV + rs,

which is approximately equal to rs when rV is much smaller than rs. (Measurements
with model bean leaves by Thom (1968) suggest that the appropriate value of rV for
a hypostomatous leaf may be about 30% smaller than the value for a flat plate of the
same size because of increased exchange round the edge of the plate.)

In practice, the two surfaces of an amphistomatous leaf often have different stomatal
resistances. Relevant equations have been published in the literature but are too cumber-
some to reproduce here. As an additional complication, the stomata on the two surfaces
may respond in different ways to irradiance and to water stress in the mesophyll tis-
sue. For further details of physiological responses of stomata to environmental factors,
and the implications for control of water vapor and carbon dioxide exchange with the
atmosphere, the reader is referred to the plant physiological texts in the bibliography.
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11.4.4 Mass Transfer and Pressure

Gale (1972) and others have drawn attention to the fact that the stomatal resistance of
a leaf with specified stomatal geometry should be proportional to pressure because the
diffusion coefficient of a gas is inversely proportional to pressure. At sea level, the nor-
mal range of pressure (95–102 kPa) is equivalent to a change in stomatal resistance
trivial in comparison with the uncertainty of most measurements, but differences of
pressure are much larger between sea level and the tops of mountains. At a height of
3000 m, for example, atmospheric pressure is about 30% less than its value at sea level,
implying that stomatal resistance rs should be smaller by the same factor.

Boundary layer resistance also decreases with decreasing pressure. The boundary
layer resistance for water vapor transfer rV is defined as t/D where the boundary layer
thickness t is proportional to ν0.5 for a flat plate (see Eq. (9.1)) and therefore to p−0.5.
But since D is proportional to p−1, rV is proportional to p0.5.

At first sight, the implication of the pressure dependence of rs and rV is that evapora-
tion rate E should increase with height, all other factors being equal. This is correct if the
gradient for water vapor transfer is defined in terms of a fixed difference in vapor density
δχ since E = δχ/(rs+rV). However, if the gradient is defined by a difference of specific
humidity so that E = ρδq/(rs + rV), the presence of density (proportional to pressure)
in the numerator makes E proportional to p0.5 when rV is large compared with rs and
insensitive to pressure in the more common case when rV is small compared with rs.

The same argument holds for rates of photosynthesis which are effectively inde-
pendent of pressure when the concentration gradient is expressed either as a volume
concentration (volume CO2 per unit volume air) or as a specific mass (g CO2/g air).

11.5 Mass Transfer through Coats and Clothing

Few attempts have been made to determine resistances to water vapor transfer within
the coats of animals, but there is increasing use of “breathable” fabrics such as Goretex®

for outdoor clothing, and textile manufacturers use standard methods (e.g. ISO 11092)
to measure the resistances to water vapor transfer in these fabrics.

The physical processes responsible for the diffusion of vapor within hair coats
were explored by Cena and Monteith (1975b) who compared rates of transfer through
fiberglass and through sections of sheep’s fleece, both uncured and cured to remove
grease. Only about 2% of the space within each sample was occupied by hair. At 16 ◦C,
the resistance of the fiberglass was about 4.3 s cm−1/cm depth, close to the theoretical
value for still air (i.e. the reciprocal of the molecular diffusion coefficient D). The
resistance per cm (resistivity) of cured and uncured fleece was less than the value for
fiberglass, and the difference increased with the depth of the sample, suggesting that
the transfer of vapor by diffusion was augmented by the capillary movement of water
along hairs. Webster et al. (1985) found that the resistivity of pigeon’s plumage was
about twice the value for still air, presumably because the porosity of the samples was
much smaller than that of fleece.

Gatenby et al. (1983) measured water vapor concentration within the fleece of a ewe
standing in a constant temperature room. The depth of fleece was about 7 cm and the



Mass Transfer 197

concentration decreased linearly with distance from the skin at about 0.6 g m−3/cm at
5 ◦C ambient temperature, increasing to 1.0 g m−3/cm at 28 ◦C. If molecular diffusion
is assumed, corresponding fluxes of latent heat range from about 3.5 to 6.0 W m−2,
much smaller than metabolic heat production (see Chapter 14). The real rate of latent
heat transfer was probably substantially larger because of free convection associated
with temperature gradients (see p. 174–176 and Cena and Monteith, 1975c).

Breathable fabrics such as Goretex® consist of a thin layer of expanded polyte-
trafluoroethylene (ePTFE) plastic membrane attached to an outer, and sometimes an
inner, layer of fabric. The membrane has a porous structure, similar to that of a leaf, but
typically with about 109 pores per cm2 (much more densely spaced than stomata), of
diameters between about 0.1 and 10 µm. Thus the pores are 2–3 orders of magnitude
smaller than raindrops, which consequently cannot penetrate the membrane, but they
are much larger than water vapor molecules which can diffuse through them. Water
vapor evaporated from the skin creates a diffusion gradient across the fabric, and mass
transfer by diffusion through the pores reduces the buildup of moisture that occurs with
non-breathable waterproof raingear. If the work rate is sufficient to induce sweating,
breathable fabrics are seldom able to transport water vapor rapidly enough to avoid
some accumulation of sweat inside the raingear, and it becomes important for comfort
to wear inner garments made of “wicking” materials such as polypropylene rather than
absorbent materials such as cotton so that moisture is more readily lost through the
breathable layers. The outermost layer of breathable fabrics is usually given hydropho-
bic properties so that it does not become saturated in rain and cause heat to be lost from
the body by conduction and evaporation from the wet exterior.

Free and forced convection also increase vapor transfer in clothing. In a study of
transfer in a tropical fatigue uniform cited by Campbell et al. (1980), the vapor conduc-
tance increased linearly with windspeed from about 0.17 cm s−1 in still air to about
5 cm s−1 at 6 m s−1 (equivalent to a resistance change from 600 to 160 s m−1). The
conductance for heat transfer was larger than that for vapor by an amount consistent
with radiative transfer (see p. 175).

Both in man and in birds, the resistance of skin to vapor diffusion is of the order of
1×104–2×104 s m−1 and so is much larger than the resistance of clothing or feathers.
Exceptionally, measurements on premature babies lying naked in incubators revealed
that skin resistance could be as small as 0.3 × 104 s m−1 and that the associated loss
of latent heat could exceed metabolic heat production if the circulating air were not
humidified (Wheldon and Rutter, 1982).

11.6 Problems

1. Water vapor is transferred by molecular diffusion down narrow stomatal pores,
length 10 µm, from the saturated interior of a leaf at 25 ◦C to the open air where
the temperature is also 25 ◦C and the relative humidity is 60%.

i. What are the water vapor concentrations (absolute humidity) in the interior
of the leaf and in the open air? (assume that the leaf is at sea level).
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ii. Calculate (a) the flux density of water vapor Fw (kg m−2 s−1) through a single
stoma and (b) the diffusion resistance of the stoma rp (s m−1).

iii. If there are 200 stomata per mm2 on one surface of the leaf (and no stomata on
the other surface), and each pore is circular with a diameter of 5 µm, calculate
the stomatal diffusion resistance of the leaf (rl) in s m−1, distinguishing between
the stomatal component and the “end-correction” component.

2. A breathable fabric used in a ski jacket has 109 pores per cm2, of diameter 4 µm.
If air inside the jacket is saturated at a temperature of 30 ◦C, and the external air
temperature and relative humidity are −5 ◦C and 30%, respectively, calculate the
rate at which water vapor diffuses through unit area of the fabric to the exterior, and
express this as the latent heat flux in W m−2.

3. A leaf has different populations of stomata on its upper and lower surfaces, and the
respective stomatal resistances are 200 and 100 s m−1. The boundary layer resistance
to heat transfer of both surfaces in parallel is 40 s m−1. Assuming that both surfaces
have the same boundary layer resistance, find the combined stomatal and boundary
layer resistance of the leaf.

4. A leaf exposed to air at 20.0 ◦C and 50% relative humidity loses water at a rate of
1.0 × 10−6 g cm−2 s−1. Assuming that the leaf and air temperature are the same,
calculate the combined stomatal and boundary layer resistance. If the concentration
of carbon dioxide in the substomatal cavity is 100 vpm less than in the ambient air,
calculate the flux of carbon dioxide (assume that the density of carbon dioxide is
1.87 kg m−3).

5. Calculate the boundary layer resistance for water vapor transfer (in s m−1) at a wind-
speed of 1.0 m s−1 for an isolated flat leaf with characteristic dimension 50.0 mm.
State any assumptions that you make. Now assume that the leaf surface is covered
with water at 25 ◦C, and that the air temperature and relative humidity are 25 ◦C
and 60%, respectively. Calculate the evaporation rate of water from the leaf surface
(g m−2 s−1) and express this as the latent heat flux (W m−2).

6. A flat model leaf, area 100 cm2, is made of wet green filter paper. When the leaf
is suspended in a plant canopy where the air temperature is 25 ◦C, and the relative
humidity is 75%, it loses 0.70 g water in 10 min. Assuming that the leaf is at air
temperature, estimate the boundary layer resistance of the leaf for water vapor
transfer.



12 Mass Transfer
(ii) Particles

Small particles are transferred in the free atmosphere by the same process of turbulent
diffusion that is responsible for the mass transfer of molecules of gases. (For conve-
nience we use ‘particle’ for solids and liquids.) Because particles have inertia, they
cannot respond to the most rapid eddy motions, but this is generally unimportant in the
usual scales of atmospheric turbulence. However, inertia is important close to surfaces
when particles may be thrown against an object if the air stream they are in changes
direction rapidly. A second distinction between particles and molecules is the impor-
tance of gravitational forces, the initial topic in the discussion of particle transfer.

12.1 Steady Motion

12.1.1 Sedimentation Velocity

The gravitational force on a particle is the difference between the weight of the particle
and the weight of the air that it displaces. This is given by the product of the volume
of the particle, gravitational acceleration g, and the difference between particle density
ρ and air density ρa. When spherical particles with radius r and volume (4πr3/3) fall
under gravity, they attain a steady sedimentation velocity Vs when the gravitational
force balances the drag force, i.e. from Eq. (9.11)

(4/3)πr3g(ρ − ρa) = (1/2)ρaV 2
s cdπr2, (12.1)

where cd is the drag coefficient (p. 139). For particles of natural origin, and for most
pollutant particles, ρ is generally much larger than ρa, so Eq. (12.1) may be expressed
approximately as

V 2
s � 8rgρ/3ρacd. (12.2)

For particles obeying Stokes’ Law, i.e. those for which the particle Reynolds number
Rep is less than about 0.1 (p. 144), Eq. (9.12) shows that cd = 12ν/Vsr , where ν is the
kinematic viscosity of air. Substituting in Eq. (12.2) gives

Vs = 2ρgr2/9ρaν. (12.3)

Equation (12.3) enables Vs to be calculated directly when Rep < 0.1, but for par-
ticles with Rep > 0.1, Eq. (12.2) should be used together with an estimate of cd from
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Figure 12.1 Dependence of sedimentation velocity on particle radius for spherical particles with

density 1 g cm−3. Stokes’ Law applies for Rep < 0.1. The pecked line shows the sedimentation
velocity of raindrops (from Fuchs, 1964).

Figure 9.6 or Eq. (9.13) to find Vs by trial and error. For example, to find the sedimen-
tation velocity of a rain drop, radius 100 µm, a first approximation can be estimated
from Eq. (12.3), Vs = 1.2 m s−1. The corresponding Reynolds number is 16 (confirm-
ing that Eq. (12.3) is strictly not applicable), and the drag coefficient (from Eq. (9.13))
is about 3. The drag force on the drop (Eq. (12.1)) is

(1/2)ρaV 2
s cdπr2 = 82 × 10−9 N,

which does not balance the gravitational force

(4/3)πr3g(ρ − ρa) = 42 × 10−9 N.

A smaller value of Vs must therefore be estimated and the drag force recalculated.
The value of Vs when drag exactly balances the gravitational force may then be found
by interpolation, graphically, or otherwise. This method is of general applicability.
Figure 12.1 shows a specific case—the variation of Vs with radius for particles of unit
density ρ = 1 g cm−3.
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Biological aerosols such as pollen and spores can be treated as spheres of unit density,
so the equations given here are adequate for finding their sedimentation velocities.
Figure 12.1 shows that Stokes’ Law (Rep � 0.1) holds to about r = 30 µm (Vs =
0.1 m s−1), a size range that includes most spores and pollen.

Particles of soil and pollutant materials are seldom spherical, and their density is
seldom exactly 1 g cm−3 (as assumed in Figure 12.1). Such particles are often char-
acterized by their Stokes diameter, which is the diameter of a sphere having the same
density and sedimentation velocity. Water drops with radius exceeding about 0.4 mm
are appreciably flattened as they fall, and this increases cd. Figure 12.1 shows observed
values of Vs for water drops. When r > 2 mm any further increase in drop weight is
compensated for by an increase in deformation, and hence in cd, so Vs remains approx-
imately constant. Raindrops much larger than 3 mm radius are seldom observed, as
they tend to break up during their fall, but they may be maintained in strong updraughts
in storm clouds.

12.2 Non-Steady Motion

If a particle obeying Stokes’ Law is projected horizontally in still air with velocity V0
at t = 0, its motion is subject to the drag force 6πνρr V (t) where V (t) is the velocity
at time t , and to the gravitational force mg. Resolving the motion into horizontal and
vertical components, and writing dx/dt and d2x/dt2 for the horizontal velocity and
acceleration, respectively, the equation of motion for horizontal displacement is

m
d2x

dt2 = −6πνρr
dx

dt
. (12.4)

Similarly, for vertical motion,

m
d2z

dt2 = mg − 6πνρr
dz

dt
. (12.5)

The quantity m/6πνρr has the dimension [T] and is called the relaxation time τ .
Appendix A, Table A6 lists relaxation times of various size particles. For 1 µm diameter
particles, τ is about 4 µs, and for 20 µm particles it is about 1 ms, so aerosol particles
conform to all but very small eddies in turbulent flow.

The equations of motion for a particle may be written

d2x

dt2 = τ−1 dx

dt
(12.6)

and

d2z

dt2 = g − τ−1 dz

dt
. (12.7)
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For horizontal motion, integration of Eq. (12.6) gives

dx

dt
= V0 exp

(
− t

τ

)

and

x
(
t
) = τ V0

[
1 − exp

(−t/τ
)]

.

When the horizontal component of velocity is zero, x = V0τ and this is called the
stopping distance l.

Integration of the equation for vertical motion (Eq. (12.7)) leads to the case consid-
ered earlier for sedimentation velocity. The vertical acceleration becomes zero when
dz/dt = gτ and the particle then moves at the sedimentation velocity Vs. Thus the
equations of motion lead to

l = V0τ ,

Vs = gτ.

The terms relaxation time, stopping distance, and sedimentation velocity have a central
role in particle physics.

12.3 Particle Deposition and Transport

In the absence of gravitational or other external forces, particles are deposited on
objects by three processes: diffusion (Brownian motion, Chapter 3), interception, and
impaction. Interception is an important mechanism of deposition for particles with size
comparable with or larger than the obstacles that are in their path. Impaction occurs
when particles with significant inertia fail to follow precisely the streamline on which
they move initially as they approach an obstacle. Figure 12.2 illustrates the trajectory
of a particle near a cylinder.

Figure 12.2 Impaction of a particle on a cylinder.
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As the streamline changes direction rapidly, the inertia of the particle does not allow
it to turn so sharply. To impact on the surface, the particle must penetrate the bound-
ary layer within which the flow velocity decreases to zero. The probability of particle
impaction therefore depends on the ratio of the particle stopping distance l to the bound-
ary layer thickness δ. Equation 9.1 shows that boundary layer thickness is proportional
to (dimension)0.5 and inversely proportional to (velocity)0.5; small obstacles and large
flow velocities therefore favor impaction.

A good example of the importance of stopping distance and boundary layer thick-
ness in determining impaction can be seen if soap bubbles are released upwind of an
isolated tree trunk or other large cylindrical obstruction. The bubbles, with low mass
and large drag, have short stopping distances, fail to penetrate the boundary layer, and
consequently move around the obstacle. In contrast, golf balls of the same size and trav-
eling toward the obstacle at the same velocity would not slow appreciably in passing
through the boundary layer, and would hit the obstacle. (They would also demon-
strate dramatically another phenomenon that limits the deposition of dry particles onto
surfaces—“bounce-off ” or “rebound.”).

The dimensionless ratio of the stopping distance of a particle to the characteristic
dimension of an object (e.g. the radius of a cylinder) is called the Stokes number, Stk,
which provides a useful way of comparing results of different impaction studies.

To describe the deposition by impaction, two further terms are commonly used. The
efficiency of impaction cp for particles on an object is defined as the number of impacts
on the object divided by the number of particles that would have passed through the
space in the same time if the object had not been there (i.e. the potential number of
impacts).

The deposition velocity vd for impaction is defined as the number of impacts per unit
area per second divided by the number of particles per unit volume in the air stream. If
the relevant area of the object is taken as the cross-sectional area exposed to the flow,
then

cp = vd/V,

where V is the flow velocity.
Figure 12.3 shows the calculated dependence of the efficiency of impaction cp on

Stk for cylinders at two Reynolds numbers: at large Re the streamlines curve more
sharply than at small Re, and so cp is increased. The figure also includes a number of
observations with spores, using sticky cylinders, and a curve based on measurements
of droplet impaction. Droplets impact with efficiencies close to the theoretical values
although they may fragment on impact. The slightly lower values of cp for spores
suggest that some spores bounced off, or were dislodged from the cylinders even though
the surfaces were sticky.

12.3.1 Examples of Impaction

A good natural example of the high impaction efficiency of droplets with large Stk
occurs when cloud drops, radius ∼10 µm, impact on pine needles, R ∼ 0.5 mm, when
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Figure 12.3 Efficiency of impaction of particles (radius r ) on cylinders (radius R) (from
Chamberlain, 1975): A and B are theoretical relationships for flow Reynolds numbers Re > 100
and Re = 10, respectively. Line C is fitted to experimental measurements with droplets. The
plotted points are measurements with spores impacting on sticky cylinders as follows:

Symbol + × � � � �
r (µm) 2.3 6.4 15 15 15 15
R (mm) 0.1–0.8 0.1–0.8 10 3.3 0.4 0.09

forests are enveloped in low wind-driven cloud. If the drops are moving at windspeed
of 5 m s−1, τ is about 1 ms (p. 201), l � 5 mm, and so Stk � 10. Figure 12.3
indicates that the impaction efficiency is therefore about 80%. Drops captured in this
way can provide an important source of water for high elevation cloud forests (Burgess
and Dawson, 2004). The impaction efficiency of cloud drops on larger objects such
as rain gauges is much less, and so this source of water to a forest has been called
occult precipitation (occult = hidden) because it is not recorded in normal gauges.
Impaction of cloud drops on grass would be less efficient than on needle-leaved trees
at the same location because wind speed close to the ground is reduced by momentum
transfer (Chapter 9). Dollard and Unsworth (1983) built gauges to capture wind-blown
cloud droplets using a conical arrangement of fine threads that channeled water into a
collector. Using these devices and the aerodynamic method for flux measurement, they
showed that cloud droplets were transferred to grass with an efficiency similar to that
for momentum. The capture of mist (Figure 12.4a) on spider’s threads (R ∼ 0.1 µm) is
even more efficient than the previous example because mist drops (r ≈ 10 µm), much
larger than the obstacle, are scarcely deflected, and any drops passing within a distance
r of a thread are likely to be captured by interception.

When raindrops fall through an atmosphere containing aerosol particles, the particles
may be captured by impaction. A calculation of the efficiency with which aerosol
particles are removed from the atmosphere by falling raindrops is included in the
problems at the end of this chapter. The efficiency of impaction of aerosol particles
on falling raindrops has a minimum of about 10−3 for particles of radius 0.1–1.0 µm



Mass Transfer 205

(a)

(b)

Figure 12.4 (a) Drops of fog which have impacted on and been intercepted by threads of a
spider’s web. The threads of the web are at least an order of magnitude smaller than individual
drops (typically 10−20 µm diameter) and so are efficient collectors by interception (p. 204).
(b) Drops of fog collected on an author’s beard after cycling. Human hair is about 50 µm
diameter and cloud drops are about 10 µm diameter, so the drops visible in this picture must
have coalesced from many impacted fog drops.
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(the so-called Greenfield gap). Larger particles have sufficient inertia to impact rather
than follow the streamlines around the falling drop (see Figure 12.2); smaller particles
have sufficiently large random Brownian motion to increase their probability of capture.

12.3.2 Factors Influencing Particle Retention

Chamberlain (1975) and Chamberlain and Little (1981) reviewed the experimental data
for particle deposition and retention on vegetation. Stickiness, or wetness of surfaces,
seems to be an important factor for the retention of impacting dry particles in the size
range of spores and pollen (10–30 µm radius) on leaves and stems. For example, Cham-
berlain (1975) exposed barley straw to ragweed pollen (r about 10 µm) at windspeeds
of 1.55 m s−1 and found that cp increased from 0.04 to 0.31 when the straw was made
sticky. The presence or absence of a soft layer to absorb particle momentum on impact,
thus avoiding “bounce-off,” probably explains these results. Bounce-off is most pro-
nounced with large particles, high velocities (large momentum), small obstacles (thin
boundary layer), and large coefficients of restitution at the surface (small loss of kinetic
energy on impact).

Aylor and Ferrandino (1985) used ragweed pollen (radius about 15 µm, mass 11 ng)
and Lycopodium spores (radius about 10 µm, mass 4 ng) to study bounce-off from glass
rods in a wind tunnel and from wheat stems in the tunnel and in the field. They derived
a relative retention factor F defined as the ratio of the catch on non-sticky cylinders to
that on sticky cylinders, and related F to the kinetic energy of the particle on impact
KEi. They showed by numerical integration of momentum equations that KEi was
related to the flow velocity u0 in the tunnel and to Stokes number by

KEi = 0.5mpu2
0[ f (Stk)]2, (12.8)

where mp is the mass of particle and the function f (Stk) is given by

f (Stk) = 0.236 ln (Stk − 0.06) + 0.684.

Figure 12.5a shows the variation of F with KEi for Lycopodium and ragweed particles
impacting on glass rods with diameters 3, 5, and 10 mm. For both types of particles, F
was near unity for KEi < 10−12 J, then decreased by about two orders of magnitude
as KEi increased to 10−11 J, and bounce-off became important. The corresponding
particle speed at the threshold for bounce-off was about 40 cm s−1 for Lycopodium
and 70 cm s−1 for ragweed; the threshold kinetic energy for bounce-off was inde-
pendent of particle diameter. Thus, for the smooth surface of glass rods, there was
a well-defined kinetic energy threshold, above which pollen and spores could not be
retained.

In contrast, relative retention of pollen and spores on wheat stems in the wind tunnel
(Figure 12.5b, filled symbols) did not decrease as steeply with KEi as for glass rods,
but the threshold for bounce-off appeared similar to that for the rods. The greater scatter
is probably a consequence of variability in surface structure of the stems. Bounce-off
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(a)

(b)

Figure 12.5 Variation with kinetic energy at impact of the relative retention for ragweed (©)
and Lycopodium (�) particles impacting (a) on glass rods, diameters 3, 5, and 10 mm, in a wind
tunnel, and (b) on wheat stems 3–4 mm diameter in the wind tunnel (filled symbols) or in the
field (open symbols). (from Aylor and Ferrandino, 1985)

occurs when the kinetic energy of a particle after impact exceeds the potential energy
of attraction at the surface. Surface structure is likely to influence both the rate of
energy absorption on impact and the potential energy of attraction, and so variation in
bounce-off is likely with biologically variable surfaces.

In the field (Figure 12.5b, open symbols), the average value of the retention factor F
for a given KEi was smaller than in the tunnel. At low values of KEi this was probably
because turbulent variation of windspeed about the mean caused KEi to range from
sub-critical (constant retention factor F , no bounce-off) to well above super-critical
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Table 12.1 Deposition of Particles on Segments of Real Leaves, and on Filter Paper, as a Pro-
portion of Deposition on Sticky Artificial Leaves made of PVC (from Chamberlain, 1975)

Particle
Relative deposition

Diameter
(µm)

Grass Plantain Clover Filter paper Sticky pvc

Lycopodium spore 32 0.45 0.26 0.18 0.70 1.00
Ragweed pollen 19 0.15 0.11 0.23 0.68 1.00
Polystyrene 5 1.74 1.82 3.25 1.98 1.00
Tricresylphosphate 1 1.70 2.60 5.50 6.40 1.00
Aitken nuclei 0.08 1.06 1.70 0.86 1.54 1.00

Table 12.2 Characteristic Distances for Particle Transport

Particle Radius r (µm) 0.01 0.1 1 10

Stopping distance (µm) given initial velocity of 1 m s−1 14×10−3 0.23 13 1230
Distance (µm) traveled in 1 s by virtue of:

Terminal velocity 14×10−2 2.2 128 1200
Brownian diffusion 160 21 5 1.5

(F decreasing rapidly with KEi), and time spent at super-critical KEi lowered the
average value of F . At higher values of KEi this explanation is unlikely to apply, and
the lower retention observed may then have been the result of strong gusts of wind
removing particles that had previously deposited.

In contrast to the important influence of surface stickiness on the capture of particles
larger than about 10 µm by leaves, the capture of small particles (r < 10 µm) is rela-
tively uninfluenced by surface wetness or stickiness, but is enhanced by the presence
of hairs or surface irregularities which probably act as efficient micro-impaction sites.
Table 12.1 (from Chamberlain, 1966) shows the relative deposition of particles of a
range of sizes to various surfaces exposed in a canopy of artificial grass in a wind
tunnel operating at about 4.5 m s−1. For these comparisons, the canopy contained
sticky artificial grass leaves, and other artificial leaves with strips of real grass, plantain,
clover, and filter paper on their surfaces. The sticky surfaces had the largest relative
deposition for the comparatively large spores and pollen grains but for smaller particles
another factor, probably the presence of hairs and small irregularities on the surface,
appears to be more important than stickiness.

The relative importance of deposition by the mechanisms of impaction, interception,
sedimentation, and diffusion can be assessed from Table 12.2. Displacement by Brown-
ian motion dominates the movement of sub-micron-sized particles, whereas impaction
(large stopping distance) and sedimentation (large terminal velocity) increase rapidly
with particle size above about 1 µm radius.

The ratio of the particle flux deposited on a surface to the atmospheric concentra-
tion at a reference level above the surface is termed the (total) deposition velocity, vd.
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Figure 12.6 The variation with particle diameter of particle surface deposition velocity to a
canopy of short (height 0.1 m) vegetation, according to a model proposed by Slinn (1982) (from
Fowler et al., 2004). The dominant mechanisms of deposition in each size range are indicated.

To facilitate comparisons of deposition velocities determined from field measurements
at differing windspeeds and onto different surfaces, a corrected surface deposition
velocity, vds, may be calculated from flux measurements (see p. 329). As an illustration
of the combined influence of all mechanisms on deposition, Figure 12.6 shows a the-
oretical curve, based on a model developed by Slinn (1982), of the dependence of vds
to short vegetation (height ≈ 0.1 m) on particle size (Fowler et al., 2004). In practice,
observed values of vds are in reasonable agreement with Slinn’s model for particles
with diameters d � 0.1 µm and � 2 µm, but in the range 0.1 � d � 2 µm observed
vds is about an order of magnitude larger than the modeled value for short vegetation
(Gallagher et al., 2002) and larger than this by a factor of about 3 for forests (Fowler
et al., 2004). Reasons for the discrepancy are unclear but may involve electrophoretic
or thermophoretic mechanisms.

Once deposited on leaf surfaces, particles of less than about 50 µm diameter are
unlikely to be resuspended by the wind. Bagnold (1941) reached a similar conclusion
concerning resuspension of desert sand. But when larger sand grains were displaced
by wind forces, Bagnold observed a chain reaction, whereby the impact of one re-
depositing particle displaced more than one others (a process termed “saltation”),
capable of causing large dust storms. The ineffectiveness of the wind in resuspending
spores and pollen grains from surfaces explains why many plant pathogens and fungi
have evolved other mechanisms to liberate their spores, for example exposing them on
stalks that extend beyond the viscous boundary layer, or explosively expelling them
from fruiting bodies.
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12.3.3 Influence of Deposition on the Diffusion of Particles in the
Atmosphere

Knowledge of the physical factors influencing deposition of particles on vegetation
can be combined with models of atmospheric diffusion to estimate fractions of pollen
depositing at various distances downwind of a “source” crop (Chamberlain, 1975;
Di-Giovanni and Beckett, 1990). This topic has particular relevance to estimating the
probability of gene flow from fields of genetically modified (GM) crops to other crops
or the natural environment (Walklate et al., 2004). In field measurements of pollen dis-
persion and deposition from small plots, the airborne concentration of pollen decreases
rapidly with distance from the source because turbulent dispersion in three dimensions
expands the plume and pollen is also removed by deposition. For maize pollen, which
is spherical, with diameter about 90 µm (sedimentation velocity 0.2–0.3 m s−1), air-
borne concentrations decreased by a factor of 2–3 between 3 and 10 m downwind of
a source plot (Raynor et al., 1972; Jarosz et al., 2003). Jarosz et al. (2003) found that,
as a consequence of the reduced airborne concentration, the deposition rate at 20 m
downwind of the source was about 20% of the rate at 1 m downwind, and Raynor
et al. (1972) reported an even sharper decline; differences between these findings are
probably related to differences in wind speed and turbulence. Jarosz et al. estimated
that about 99% of the pollen released was deposited within 30 m of the plot. Values of
the deposition velocity of maize pollen measured close to the plot were 2–3 times the
sedimentation velocity of the grains. This may be because turbulence downwind of a
roughness change enhances particle deposition (Reynolds, 2000).

12.3.4 Deposition of Hygroscopic Particles

Considered together, the deposition processes of sedimentation, diffusion, and
impaction are least efficient for particles of about 0.1–0.2 µm radius, and it is sig-
nificant that man-made aerosols in this size range are found widely distributed in the
Earth’s atmosphere. In particular, soluble sulfate particles in this size range, formed by
the oxidation of sulfur dioxide, can be carried extremely long distances in the atmo-
sphere, and tend to persist until they encounter conditions of high humidity in which
they can grow by condensation into larger droplets which are more effectively deposited
or captured by falling rain. The relationship between the diameter D0 of a dry deli-
quescent particle and its diameter DS at a water vapor saturation ratio S (defined as %
relative humidity/100) is

DS/D0 = (1 − S)−γ , (12.9)

where γ is a hygroscopic growth parameter that depends on particle chemical composi-
tion. Observed values of γ are around 0.2 for aged European aerosol, but are larger for
marine aerosol. Equation (12.9) demonstrates that European aerosol particles would
approximately double their dry size when the relative humidity reached 97%.

Sea-salt (sodium chloride, NaCl) particles resulting from wave action and bubbles
in oceans are another important example of soluble aerosols, used here to illustrate
principles that apply to any soluble particle. Salt dissolved in water lowers the equilib-
rium vapor pressure over a water surface, which allows sea-salt particles to grow by
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Figure 12.7 Variation of equilibrium droplet diameter with saturation ratio for pure water and
for droplets containing the indicated mass of sodium chloride at 20 ◦C (from Hinds, 1999).

condensation at a smaller saturation ratio than that of pure water (p. 21). The affinity for
water also allows stable droplets to exist in saturated or unsaturated environments. For
a droplet formed from a soluble nucleus, two competing physical effects determine the
saturation ratio at which equilibrium is achieved. First, for a droplet growing from a dry
salt particle of a specific mass, the salt concentration decreases as the particle grows by
condensation. Thus, as the droplet size increases, the equilibrium vapor pressure over
its surface increases toward that of pure water. Second, as the droplet size increases,
the influence of curvature, responsible for an increase of equilibrium vapor pressure
above that of a plane surface (p. 21), decreases. Figure 12.7 illustrates the result of
these competing processes for salt particles of various initial masses, indicating the
unique relation existing between humidity, particle mass, and the equilibrium droplet
size. If a droplet on the steeply rising part of a curve is displaced to an environment
corresponding to the area above its specific curve, it must grow by condensation until
it reaches the curve again (i.e. equilibrium); if it is displaced below the curve, it must
evaporate to reach equilibrium.

Figure 12.8 illustrates how a relatively large sea-salt particle of dry mass 10−14 g
responds to increases and decreases in relative humidity over a wider range. As humidity
increases, the particle (0.21 µm dry equivalent diameter) undergoes a rapid transition
to a droplet (0.38 µm diameter) when relative humidity reaches 76%, then, if humidity
continues to increase, the droplet grows to about 1.0 µm diameter at 100% relative
humidity. If humidity then decreases, the droplet does not recrystallize until the relative
humidity is about 40%. The hysteresis effect depends on the chemical composition and
can be used to identify aerosol types. Since aerosol interactions with radiation are size
dependent (Chapter 5), aerosol scattering and absorption properties alter as humidity
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Figure 12.8 The dependence of particle/droplet diameter on relative humidity for a sodium

chloride particle of dry mass 10−14 g, showing the transition from a particle to a droplet as
humidity increases above 76% and the recrystallization as decreasing humidity reaches 40%
(from Hinds, 1999).

increases, accounting for the haziness of humid air masses. Hinds (1999) includes a
good discussion of these topics.

Growth of soluble aerosol particles is very rapid as humidity changes, so that most
particle sizes are essentially in equilibrium with the local relative humidity. Since
humidity varies considerably with height in the boundary layer close to wet or transpir-
ing surfaces, changes in deliquescent particle size need to be taken into account when
deducing aerosol fluxes from vertical transport of particles. Vong et al. (2004) used
the eddy covariance method (Chapter 16) to measure turbulent fluxes of aerosols to
grassland. He measured aerosol concentration and diameter at ambient humidity with
a fast optical counting instrument. Since humidity increased toward the grass surface,
particles transported upwards in eddies were larger than those of the same dry diameter
moving downwards, so the gradient in humidity caused the measured aerosol flux to
be apparently upwards (i.e. from the grass to the atmosphere). After corrections were
applied for particle growth, Vong deduced that the “true” particle flux was downwards,
with a deposition velocity of about 0.3 cm s−1 for 0.52 µm diameter particles in neutral
stability.

12.3.5 Particle Deposition in the Lungs

The characteristic distances for particle transport summarized in Table 12.2 are also
relevant to particle inhalation and deposition in the respiratory system. Hazards of
particle inhalation depend on the chemical properties of the particles and the site of
deposition. Understanding how and where particles deposit is also important for the
effective design of inhalers used to dispense aerosol medication for asthma and for
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assessing risks of exposure to airborne pathogens, pollutants, and radionuclides. The
design of the respiratory system in animals provides some defence against hazards of
aerosol inhalation and is discussed more fully by Hinds (1999).

12.3.5.1 Airway Characteristics

The human respiratory system can be considered as three regions (Figure 12.9).
The head airways include the nose, mouth, pharynx, and larynx. In this region

inhaled soluble particles grow by condensation as the air is warmed and humidified.
The tracheobronchial airways consist of the path from the trachea to the terminal
bronchioles, resembling a tree with increasingly finer branches. The pulmonary or
alveolar region is the part of the lung system beyond the terminal bronchioles where gas
exchange of oxygen and carbon dioxide takes place in the alveoli, small sacs of the order
of 0.1–1 mm diameter. The area of the gas exchange system in adult humans is about
75 m2, about half the size of a tennis court, allowing very efficient exchange. During

Figure 12.9 The human respiratory system (from Hinds, 1999).
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inhalation at a typical rate of 1 l s−1 in humans, the velocity of air increases from
about 4 to 5 m s−1 as it passes through the head airways region to the bronchi, then it
decreases rapidly as the lung system branches into many small airways which increase
the cross-sectional area of the flow path by a factor of about 250. Consequently, the
residence time for air increases from about 4 ms in the bronchi to about 600 ms in the
alveoli. About 0.5 l of “tidal” air is taken in with each breath. About 2.4 l of reserve
air in the lungs is not exchanged with each breath, but there is some mixing of inhaled
air with this reserve air, increasing with exercise.

12.3.5.2 Deposition Mechanisms

Particles deposit in the various regions of the respiratory system principally by
impaction, sedimentation, and (Brownian) diffusion. During inhalation, air is forced to
change direction several times as it flows from the mouth or nose through the branching
airways. Inertial impaction is most effective when the air speed and particle size are
large, giving large stopping distances (Table 12.2). Consequently, impaction is particu-
larly effective for depositing large particles (3–10 µm diameter) that are passing close
to the airway walls in the head and tracheobronchial regions. Sedimentation is more
important in the smaller tracheobronchial airways and alveolar regions where flow
velocities are slow and duct dimensions are small. In these conditions, larger residence
times allow particles 1–3 µm diameter to settle to surfaces, but smaller particles settle
too slowly to deposit effectively by this mechanism (Table 12.2). Brownian diffusion
of particles between 0.01 and 0.1 µm diameter is particularly effective for deposi-
tion in the alveoli where the ratio (root mean square displacement/airway diameter) is
large.

When a typical mixed aerosol is inhaled through the nose, the outcome of these
various deposition mechanisms is that 80–95% of 5–10 µm diameter particles are
trapped by impaction in the head airways. Particles 2–5 µm in diameter are deposited
mainly in the tracheobronchial airways by sedimentation and impaction. As a result
of this size-selective deposition, particles larger than 10 µm do not reach the alveolar
region, and numbers of 2–10 µm particles are greatly depleted. About 10–20% of
particles 0.1–1 µm diameter deposit in the alveolar region by Brownian diffusion and
by mixing of the inhaled (tidal) air with the reserve air, followed by sedimentation.
Figure 12.10 illustrates the predicted deposition sites for particles of different sizes
based on data for males and females undertaking light exercise and breathing through
the nose.

One further mechanism, interception, is important for deposition of fibrous particles
such as silica and asbestos which are large in one dimension but have small aerodynamic
diameters so behave like fine aerosols (i.e. they have small stopping distances and
sedimentation velocities). These materials can effectively negotiate the pathways to
the small airways, where they have a high probability of being intercepted on the walls.

Once they are deposited, particles remain in the lungs for varying times depending
on their composition, location, and the type of clearance mechanism. The surfaces of the
tracheobronchial airways are covered with a layer of mucus that is propelled upwards
by cilia to the pharynx where it is swallowed. This transports particles captured in
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Figure 12.10 Predicted total and regional deposition (Alv -Alveolar airways, TB -Tracheo-
bronchial airways) of aerosol for light exercise (nose breathing) (from Hinds, 1999).

these regions out of the lungs in a few hours. But alveolar regions do not have mucus
or cilia, which would interfere with gas exchange, so particles remain for months to
years. This emphasizes the hazards of inhalation of fine particles, radionuclides, or
pathogens.

12.4 Problems

1. Find the sedimentation velocities of (i) a pollen grain, diameter 10 µm, density
0.8 g cm−3, and (ii) a hailstone, diameter 6 mm, density 0.5 g cm−3. (Hint: You
will have to estimate the Reynolds number and decide whether to use the trial-and-
error method described in the text).

2. Find the relaxation times and stopping distances of spores of 10 µm radius and
aerosol particles of 0.5 µm radius in a gas moving at 2 m s−1. Hence confirm that
the spores would be deposited rapidly to the walls of a bronchus 4 mm diameter
while the aerosol would penetrate effectively along the tube.

3. Particles with radii 0.1 µm and 10 µm and density 1 g cm−3 are approaching a
cylindrical branch, diameter 1 cm, at a velocity of 0.5 m s−1. Determine (i) the
stopping distance and Stokes number for each particle size and (ii) the boundary
layer thickness around the branch. What do you conclude about the likelihood of
the particles being deposited?

4. Calculate the fraction of an aerosol of 10 µm diameter particles that would be
washed out of the atmosphere in 1 h by rainfall of 1 mm h−1, assuming that the
raindrops are all of the same radius, namely (i) 100 µm and (ii) 1000 µm. (Hints:
Use Figure 12.1 or the method in Problem 1 to calculate the sedimentation velocity
v of the raindrops. Assume that the stopping distance of a 10 µm diameter particle
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impacting on a droplet moving at velocity v is S0 = 3×104v where S0 is measured
in m and v is in m s−1. The efficiency of impaction cp of the aerosol on the droplet
may be assumed similar to that for impaction on cylinders of the same diameter.
Then the rainfall rate enables you to calculate how often a raindrop passes through
a fixed point in the atmosphere, and if this happens n times per second, the washout
coefficient of the particles by the rain drops is ncp.)



13 Steady-State Heat Balance
(i) Water Surfaces, Soil, and Vegetation

The heat budgets of plants and animals will now be examined in the light of the princi-
ples and processes considered in previous chapters. The First Law of Thermodynamics
states that when a balance sheet is drawn up for the flow of heat in any physical or
biological system, income and expenditure must be exactly equal. In environmental
physics, radiation and metabolism are the main sources of heat income; radiation,
convection, and evaporation are methods of expenditure.

For any component of a system, physical or biological, a balance between the income
and expenditure of heat is achieved by adjustments of temperature. If, for example,
the income of radiant heat received by a leaf began to decrease because the sun was
obscured by cloud, leaf temperature would fall, reducing expenditure on convection
and evaporation. If the leaf had no mass and therefore no heat capacity, the decrease
in expenditure would exactly balance the decrease in income, second by second. For
a real leaf with a finite heat capacity, the decrease in temperature would lag behind
the decrease in radiation and so would the decrease in expenditure on convection and
evaporation, but the First Law of Thermodynamics would still be satisfied because the
reduced income from radiant heat would be supplemented by the heat given up by the
leaf as it cooled. This chapter is concerned with the heat balance of relatively simple
systems in which (a) temperature is constant so that changes in heat storage are zero and
(b) metabolic heat is a negligible term in the heat budget. The heat budget of warm-
blooded animals, controlled by metabolism, is considered in the next chapter and exam-
ples of diurnal changes of heat storage are considered in Chapter 15.

13.1 Heat Balance Equation

The heat balance of any organism can be expressed by an equation with the form

Rn + M = C + λE + G. (13.1)

The individual terms are

Rn = net gain of heat from radiation,

M = net gain of heat from metabolism,
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C = loss of sensible heat by convection,

λE = loss of latent heat by evaporation,

G = loss of heat by conduction to environment.

The overbars in Eq. (13.1) indicate that each term is an average heat flux per unit surface
area. (In the rest of this chapter, they are implied but not printed.) In this context, it
is convenient to define surface area as the area from which heat is lost by convection
although this is not necessarily identical to the area from which heat is gained or lost
by radiation. The conduction term G is included for completeness but is negligible for
plants and has rarely been measured for animals. An equation similar to (13.1) applies
to bare soil surfaces or water bodies but without the term M.

The grouping of terms in the heat balance equation is dictated by the arbitrary sign
convention that fluxes directed away from a surface are positive. (When temperature
decreases with distance z from a surface so that ∂T /∂z < 0, the outward flux of
heat C ∝ −∂T /∂z is a positive quantity, see p. 29.) The sensible and latent heat
fluxes C and λE are therefore taken as positive when they represent losses of heat
from the surface to the atmosphere, and as negative when they represent gains. On
the left-hand side of the equation, R and M are positive when they represent gains
and negative when they represent losses of heat. When both sides of a heat balance
equation are positive, the equation is a statement of how the total supply of heat available
from sources is divided between individual sinks. When both sides are negative, the
equation shows how the total demand for heat from sinks is divided between available
sources.

The sections which follow deal with the size and manipulation of individual terms
in the heat balance equation (13.1), with some fundamental physical implications of
the equation, and with several examples of biological applications.

13.1.1 Convection and Long-Wave Radiation

When the surface of an organism loses heat by convection, the rate of loss per unit area
is determined by the scale of the system as well as by its geometry, by windspeed, and by
temperature gradients. Convection is usually accompanied by an exchange of long-wave
radiation between the organism and its environment at a rate which depends on geometry
and on differences of radiative temperature but is independent of scale. The significance
of scale can be demonstrated by comparing convective and radiative losses from an
object such as a cylinder with diameter d and uniform surface temperature T0 exposed
in a wind tunnel whose internal walls are kept at the temperature T of the air flowing
through the tunnel with velocity u. When Re exceeds 103, the resistance to heat transfer
by convection increases with d according to the relation rH = d/(κNu) ∝ d0.4V −0.6

(see Appendix, Table A.5). In contrast, the corresponding resistance to heat transfer by
radiation rR (p. 41) is independent of d. Figure 13.1 compares rH and rR for cylinders
of different diameters at windspeeds of 1 and 10 m s−1 chosen to represent outdoor
conditions. Corresponding rates of heat loss are shown in the right-hand axis for a
surface temperature excess (T0 − T ) of 1 K.
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Figure 13.1 Dependence of resistance to convective heat transfer rH and resistance to radiative
heat exchange rR as a function of body size represented by the characteristic dimension of
a cylinder d . The cylinder is assumed exposed in a wind tunnel where air and wall radiative
temperatures are identical. The curves are calculated for wind speeds, V , of 1 m s−1 and
10 m s−1. The right-hand axis shows the rate of heat transfer assuming a difference of 1 K
between cylinder surface temperature and air/wall radiative temperature.

Because the dependence of rH on scale and windspeed is similar for planes, cylin-
ders, and spheres provided that the appropriate dimension is used to calculate Nusselt
numbers, a number of generalizations may be based on Figure 13.1. For organisms
on the scale of a small insect or leaf (0.1 < d < 1 cm), rH is much smaller than rR,
implying that convection is a much more effective mechanism of heat transfer than
long-wave radiation. The organism is tightly coupled to air temperature but not to the
radiative temperature of the environment. For organisms on the scale of a farm animal
or a man (10 < d < 100 cm) rH and rR are of comparable importance at low wind-
speeds. For very large mammals (d > 100 cm), rH can exceed rR at low windspeeds,
and in this case the surface temperature will be coupled more closely to the radiative
temperature of the environment than to the air temperature. These predictions are con-
sistent with measurements on locusts and on piglets, for example, and they emphasize
the importance of wall temperature as distinct from air temperature in determining the
thermal balance of large farm animals in buildings with little ventilation. They also
explain why warming the air in a cold room does not induce a feeling of comfort for
people occupying the room if the radiative temperature of the walls remains low.

When an organism with an emissivity of unity and a surface temperature of T0
exchanges heat (a) by convection to air at temperature T and (b) by radiation to an
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environment with a mean radiative temperature equal to air temperature, the net rate at
which heat is gained or lost is

ρcp
{
(T − T0)/rH + ((

T − T0
)
/rR

)} = ρcp {(T − T0)/rHR} , (13.2)

where rHR =
(

r−1
H + r−1

R

)−1
is a combined resistance for convection (p. 31) and

long-wave radiation (p. 41) formed by grouping the component resistances in parallel
because the fluxes are in parallel.

13.2 Heat Balance of Thermometers

13.2.1 Dry-Bulb

As an introduction to the more relevant physics of the wet-bulb thermometer, it is
worth considering the implications of the general heat balance equation for a dry-bulb
thermometer (i.e. a thermometer with a dry sensing element). For measurements in
the open, it is essential to avoid heating a thermometer by direct exposure to sunlight,
so screening is employed. In several common designs used for precise measurements
of air temperature, a thermometer with a cylindrical bulb is housed in a tube through
which air is drawn rapidly, and for the sake of the following discussion we assume
that the tube completely surrounds the bulb. If the tube itself is exposed to sunshine,
its temperature, Ts, may be somewhat above the temperature of the air (T ) and of the
thermometer (Tt).

The net long-wave radiation received by the thermometer from the housing (assum-
ing emissivity ε = 1) is

Rn = σ
(

T 4
s − T 4

t

)
= ρcp

(
Ts − Tt

)
/rR (13.3)

using the definition of rR on p. 41 with the assumption that Ts − Tt is small. The loss
of heat by convection from the bulb to the air is

C = ρcp
(
Tt − T

)
/rH. (13.4)

In equilibrium, heat balance equation (13.1) reduces to Rn = C and rearrangement
of terms in Eq. (13.4) gives

Tt = rHTs + rRT

rR + rH
(13.5)

indicating that the temperature recorded by the thermometer (the apparent temperature)
is a weighted mean between the true temperature of the air and the temperature of
the thermometer housing. There are two main ways in which the difference between
apparent and true air temperature can be minimized:
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i. by making rH much smaller than rR (i.e. decoupling the sensor from the radiative
environment), either by adequate ventilation or by choosing a thermometer with
very small diameter (see Figure 13.1). The numerator in Eq. (13.5) then tends to
rRT and the denominator to rR.

ii. by making Ts very close to T , e.g. by using a reflective metal or white painted
screen, by introducing insulation between outer and inner surfaces, or by increasing
ventilation on both sides of the screen.

In the standard instrument known as an Assmann psychrometer, the screen is a
double-walled cylinder, nickel-plated on the outer surface, and aspirated at about
3 m s−1. Since the diameter of the mercury-in-glass thermometer it contains is about
3 mm, Figure 13.1 illustrates that it is effectively decoupled from its radiative environ-
ment (rH � rR).

13.2.2 Wet-Bulb

The concept of a “wet-bulb temperature” is central to the environmental physics of
systems in which latent heat is a major heat balance component, and it has two distinct
connotations: the thermodynamic wet-bulb temperature, which is a theoretical abstrac-
tion (p. 16); and the temperature of a thermometer with its sensing element covered with
a wet sleeve, which, at best, is a close approximation to the thermodynamic wet-bulb
temperature.

A value for the thermodynamic wet-bulb temperature can be derived by considering
the behavior of a sample of air enclosed with a quantity of pure water in a container
with perfectly insulating walls. This is an adiabatic system within which the sum of
sensible and latent heat must remain constant. The initial state of the air can be specified
by its temperature T , vapor pressure e, and total pressure p. Provided e is smaller than
es(T ), the saturated vapor pressure at T , water will evaporate and both e and p will
increase. Because the system is adiabatic, the increase of latent heat represented by the
increase in water vapor concentration must be balanced by a decrease in the amount
of sensible heat which is realized by cooling the air. The process of humidifying and
cooling continues until the cooling air becomes saturated at a temperature T ′ which,
by definition, is the thermodynamic wet-bulb temperature i.e. the thermodynamic wet-
bulb temperature is the minimum temperature which may be achieved by bringing
an air parcel to saturation by evaporation in adiabatic conditions. The corresponding
saturated vapor pressure is es(T ′).

To relate T ′ and es(T ′) to the initial state of the air, the initial water vapor concen-
tration is approximately ρεe/p when p is much larger than e (see p. 15). When the
vapor pressure rises from e to es(T ′), the total change in latent heat content per unit
volume is λρε

[
es(T ′) − e

]
/p. The corresponding amount of heat supplied by cooling

unit volume of air from T to T ′ is ρcp(T − T ′). (A small change in the heat content
of water vapor is included in more rigorous treatments but is usually unimportant in
micrometeorological problems.) Equating latent and sensible heat

λρε
[
es(T

′) − e
]
/p = ρcp

(
T − T ′) (13.6)
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and rearranging terms gives

e = es(T
′) − (cp p/λε)(T − T ′). (13.7)

The group of terms (cp p/λε) is often called the “psychrometer constant” for reasons
explained shortly, but it is neither constant (because p is atmospheric pressure and λ

changes somewhat with temperature) nor exact (because of the approximations made).
The psychrometer constant is often assigned the symbol γ and, at a standard pressure
of 101.3 kPa, has a value of about 66 Pa K−1 at 0 ◦C increasing to 67 Pa K−1 at 20 ◦C.
Thus

e = es(T
′) − γ (T − T ′). (13.7a)

Another useful quantity which has the same dimensions as γ is the change of satura-
tion vapor pressure with temperature or ∂es(T )/∂T , usually given the symbol 	 (or s)
(see p. 13). This quantity can be used to obtain a simple (but approximate) relation
between the saturation vapor pressure deficit D = es(T ) − e and the wet-bulb depres-
sion B = T − T ′. When the saturation vapor pressure at wet-bulb temperature T ′ is
written as

es(T
′) ≈ es(T ) − 	

(
T − T ′) , (13.8)

where 	 is evaluated at a mean temperature of (T + T ′)/2, the psychrometer equation
(13.7) becomes

e ≈ es(T ) − (
	 + γ

) (
T − T ′) (13.9)

or

D ≈ (
	 + γ

)
B. (13.10)

Equation (13.7) can be represented graphically by plotting es(T ) against T
(Figure 13.2). The curve QYP represents the relation between saturation vapor pressure
and temperature and the point X represents the state of any sample of air in terms of e
and T . Suppose the wet-bulb temperature of the air is T ′ and that the point Y represents
the state of air saturated at this temperature. The equation of the straight line XY joining
the points (T, e), (T ′, es(T ′)) is

e − es
(
T ′) = slope × (

T − T ′) . (13.11)

Comparison of Eqs. (13.7) and (13.11) shows that the slope of XY is −γ . The
wet-bulb temperature of any sample of air can therefore be obtained graphically by
drawing a line with slope −γ through the appropriate coordinates T and e to intercept
the saturation curve at a point whose abscissa is T ′.

If a sample of air in the state given by X was cooled toward the state represented by
the point Y, the path XY shows how temperature and vapor pressure would change in
adiabatic evaporation, i.e. with the total heat content of the system constant. Similarly,
starting from Y and moving to X, the path YX shows how T and e would change
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Figure 13.2 The relation between dry-bulb temperature, wet-bulb temperature, equivalent tem-
perature, vapor pressure, and dew point. The point X represents air at 18 ◦C and 1 kPa vapor
pressure. The line YXZ with a slope of −γ gives the wet-bulb temperature from Y (12 ◦C) and
the equivalent temperature from Z (33.3 ◦C). The line QX gives the dew-point temperature from
Q (7.1 ◦C). The line XP gives the saturation vapor pressure from P (2.1 kPa).

if water vapor were condensed adiabatically from air that was initially saturated. As
condensation proceeded, the temperature of the air would rise until all the vapor had
condensed. This state is represented by the point Z at which e = 0. The corresponding
temperature Te is called the “equivalent temperature” of the air. As Z has coordinates
(Te, 0), the equation of the line ZX can be written in the form

Te = T + e/γ. (13.12)

Alternatively, the equation of YZ can be written

Te = T ′ + es
(
T ′) /γ , (13.13)

showing that the equivalent and wet-bulb temperatures are uniquely related. Both T ′
and Te remain unchanged when water is evaporated or condensed adiabatically within
a sample of air.

Moving from theoretical principles to a real wet-bulb thermometer, it is necessary to
account for the finite rate at which heat is lost by evaporation and gained by convection
and radiation.

Suppose that a thermometer bulb covered with a wet sleeve has a temperature Tw
when it is exposed to air at temperature T and surrounded by a screen that is also at air
temperature. The rate at which heat is gained by convection and radiation is

C + Rn = ρcp
(
T − Tw

)
/rHR. (13.14)
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(cf. Eq. (13.2)). The rate at which latent heat is lost may be found by applying the
principles of equation (11.3) to give

λE = λ {χs(Tw) − χ} /rv. (13.15)

where χ is absolute humidity. Using the relations in Eq. (2.28), Eq. (13.15) may be
written

λE = (
λρε/p

) {
es

(
Tw

) − e
}
/rv

= ρcp
{
es

(
Tw

) − e
}
/γ rv. (13.16)

In equilibrium, λE = Rn + C from which

e = es
(
Tw

) − γ
(
rv/rHR

) (
T − Tw

)
. (13.17)

It is often convenient to regard (γ rv/rHR) (or simply (γ rv/rH) in some circumstances
explained below) as a modified psychrometer constant, written γ ∗. That is

e = es
(
Tw

) − γ ∗ (
T − Tw

)
. (13.17a)

Comparing Eqs. (13.7a) and (13.17), it is clear that the measured wet-bulb tempera-
ture will not be identical to the thermodynamic wet-bulb temperature unless rv = rHR.
Because rv = (κ/D)0.67rH, which may be written rv = 0.93rH (p. 181), this condition
implies that

0.93rH =
(

r−1
H + r−1

R

)−1
(13.18)

from which rH = 0.075rR. At 20 ◦C, rR = 2.1 s cm−1, so the thermodynamic
and measured wet-bulb temperatures would be identical when rH = 0.17 s cm−1.
A wet-bulb thermometer would therefore record a temperature above or below the
thermodynamic wet-bulb temperature depending on whether rH was greater or less
than this value.

Because both rv and rH are functions of windspeed and rR is not, γ ∗ decreases with
increasing windspeed and, when rv is much less than rR, tends to a constant value
independent of windspeed, viz.

γ ∗ = γ
(
rv/rH

) = 0.93γ. (13.19)

In the Assmann psychrometer, regarded as a standard for measuring vapor pressure in
the field, the resistances corresponding to the instrument specification already given
(p. 221) are rv = 0.149 s cm−1, rH = 0.156 s cm−1 giving γ ∗ = 63 Pa K−1. A much
more detailed discussion of psychrometry leading to a standard value of 62 Pa K−1 for
the Assman psychrometer was given by Wylie (1979). With this and similar instruments,
the error involved in using γ instead of γ ∗ is often negligible in micrometeorological
work.

A further source of psychrometer error not considered here (but treated by Wylie,
1979) is the conduction of heat along the stem of the thermometer which can be mini-
mized by using a long sleeve and/or a thermometer with very small diameter.
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13.3 Heat Balance of Surfaces

13.3.1 Wet Surface

The physics of the wet-bulb thermometer is the key to solving a wide range of problems
concerned with the exchange of sensible and latent heat between wet surfaces and their
environment. In this context, “wet” can mean covered with pure water or with a salt
solution.

Consider first a surface of pure water over which air is moving. In the free atmo-
sphere, temperature and vapor pressure are T and e and corresponding potentials at the
water surface are T0 and es(T0). Resistances for heat and vapor transfer between the
surface and the point where T and e are measured are rH and rv respectively.

Using the standard convention that fluxes away from surfaces are inherently positive,
the surface will lose heat by convection at a rate given by

C = ρcp
(
T0 − T

)
/rH (13.20)

and will lose latent heat at a rate given by Eq. (13.16) replacing Tw by T0 and γ rv by
γ ∗rH (Eq. (13.19)) to give

λE = ρcp
{
es

(
T0

) − e
}
/γ rv = ρcp

{
es

(
T0

) − e
}
/γ ∗rH. (13.21)

13.3.1.1 Adiabatic Systems

To start with the simplest heat balance, the system will be treated as adiabatic so that

λE + C = 0. (13.22)

If es(T0) were simply a linear function of T , it would now be possible to eliminate T0
from Eqs. (13.20) to (13.22) and to evaluate λE and C as functions of the temperature
and vapor pressure of the airstream and of the two resistances. To achieve this objective,
it is legitimate to assume a linear relation between es and T over a narrow range of,
say, 10 K. The saturation vapor pressure at T0 may then be related to the corresponding
pressure at air temperature by using Eq. (13.8) in the form

es
(
T0

) ≈ es
(
T

) − 	
(
T − T0

)
, (13.23)

where 	 must be evaluated at T because T0 is unknown at this stage of the analysis.
Substituting this (approximate) value of es(T0) in Eq. (13.21) yields

λE = ρcp
{
es

(
T

) − e − 	
(
T − T0

)}
/γ ∗rH

and eliminating T0 using Eq. (13.20), written as (T − T0) = −rHC/ρcp, gives

λE = ρcp

{
es

(
T

) − e + 	rHC(ρcp)
−1

}
/γ ∗rH.

From Eq. (13.22), C = −λE, so substituting for C and rearranging gives an expression
for λE that is independent of surface temperature, viz.

λE = ρcp
{
es

(
T

) − e
}

r−1
H

	 + γ ∗ (13.24)
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and since the system is adiabatic

C = −
{

ρcp
{
es

(
T

) − e
}

r−1
H

	 + γ ∗

}
.

Provided the process is adiabatic, C is the rate at which heat is released when air is
cooled to the wet-bulb temperature T0 (Figure 13.2). More precisely, it is the heat
released by unit volume of air per unit area of surface and per unit time. (Unit volume
per unit area and time has dimensions of m s−1 which is the reciprocal of the resistance
unit used to specify the rate of exchange in these equations.) The quantity es(T ) − e
is the atmospheric saturation deficit, defining the extent to which the atmosphere at
temperature T is unsaturated.

13.3.1.2 Non-Adiabatic Systems: Development of the Penman Equation

Suppose now that the process of heat exchange is not adiabatic. If the surface absorbs
additional heat by radiation at a rate Rn, the heat balance equation becomes

λE + C = Rn. (13.25)

The solution of Eqs. (13.20), (13.21), and (13.25) is, using the approximation in
Eq. (13.23),

λE = 	Rn

	 + γ ∗ + ρcp
{
es

(
T

) − e
}

r−1
H

	 + γ ∗ . (13.26)

Comparing Eqs. (13.24) and (13.26) reveals that (13.26) still contains the adiabatic
term unchanged, but cooling a parcel of air to wet-bulb temperature is now only part
of the story. The surface receives additional energy from radiation and may therefore
be warmer than the wet-bulb temperature. When a parcel of air stays saturated as it is
warmed by an amount δT , the sensible heat content of the air increases in proportion
to δT , and Eqs. (13.21) and (13.23) imply that the latent heat content increases in
proportion to (	/γ ∗)δT . It follows that the fraction of Rn allocated to sensible heat
will be γ ∗Rn/(	 + γ ∗) = Rn/(1 + 	/γ ∗) and the complementary fraction allocated
to latent heat will be 	Rn/(	 + γ ∗) = (	/γ ∗)Rn/(1 + 	/γ ∗). The first term in
Eq. (13.26) can therefore be identified as the diabatic component of latent heat loss
associated with the additional supply of heat from radiation. Figure 13.3 illustrates these
relationships: a parcel of unsaturated air is first cooled to saturation by evaporating water
into it adiabatically, then heated to a new temperature while staying saturated.

To recap, in order to estimate the rate at which a wet surface exchanges sensible and
latent heat with the air above it, it is necessary to know the temperature of the surface.
When this is not given, it can be eliminated from the equations describing the system
by assuming that the saturation vapor pressure is a linear function of temperature—
a valid approximation when the temperature range is small. (Alternatively, a solu-
tion could be found by iteration (McArthur, 1990).) Penman (1948) was the first
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Figure 13.3 Basic geometry of the Penman Equation (from Monteith, 1981a). A parcel of air at
X is cooled adiabatically to Y (cf. Figure 13.2) and and heated diabatically to W. Corresponding
quantities of latent heat are given in Eq. (13.26).

to demonstrate this procedure and his formula is often written by combining the terms
in Eq. (13.26) to give the Penman Equation in the form

λE = 	Rn + ρcp
{
es

(
T

) − e
}

r−1
H

	 + γ ∗ . (13.27)

(See also Eq. (13.30) for a related form of this equation, p. 229.)

Howard Latimer Penman
Howard Penman is widely known in meteorology, hydrology and environmental
physics as the author of an equation for estimating the rate at which a surface
freely supplied with water is likely to lose water by evaporation, given relevant
conditions of weather and water supply. He was born in 1909 in north-east England,
studied physics and mathematics at Armstrong College (University of Durham),
and taught for some time at a boys’ school before returning to Armstrong College
to earn a Ph.D.
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In 1937, Penman joined the staff of the physics department at Rothamsted
Experimental Station and became departmental head in 1954. He became par-
ticularly interested in the rate at which crops lose water by evaporation, initially
through analyzing data from drainage and rain gauges that had been operating at
Rothamsted since 1870. Later he established sites for measurement of evapora-
tion both on clay soil at Rothamsted and on contrasting sandy soil near Woburn.
Toward the end of the second World War he applied his developing theory in a
crash program of research to estimate the trafficability of soil in Europe for troops
following the D-day landings. His classic paper (Penman, 1948) “Natural evapo-
ration from open water, bare soil and grass” showed how partitioning of available
energy was related to windspeed and saturation deficit, and included the unique
analysis that enabled surface temperature to be eliminated from the relevant equa-
tions. The paper has probably been quoted more frequently than any other in the
literature of agricultural meteorology and hydrology.

Penman also wrote seminal papers on diffusion of gases in pores. He continued
to publish until 1976 and a full list of his 104 papers and reports was published in
the Biographical Memoirs of the Royal Society, 32, 379–404, 1986.

The complementary expression for sensible heat loss, found by putting C = Rn−λE,
and substituting from Eq. (13.27), is

C = γ ∗Rn − ρcp
{
es

(
T

) − e
}

r−1
H

	 + γ ∗ . (13.28)

To find an expression relating air temperature T and surface temperature T0, Eq.
(13.20) is rearranged as

T0 = T + rHC/ρcp

and C is eliminated using Eq. (13.28) to give

T0 = T +
(
γ ∗rH/ρcp

)
Rn

	 + γ ∗
(diabatic)

−
{
es

(
T

) − e
}

	 + γ ∗
(adiabatic)

. (13.29)

This equation implies that the temperature of a wet surface will be warmer or cooler
than that of the air passing over it depending on whether the diabatic term, proportional
to the absorbed net radiation Rn, is greater or less than the adiabatic term proportional
to atmospheric saturation deficit

{
es

(
T

) − e
}
.

13.3.1.3 Isothermal Net Radiation

A minor defect in the original Penman Equation is that Rn is a specified quantity,
although its exact value is always a (weak) function of surface temperature. This diffi-
culty can be overcome by the expedient of replacing Rn by the isothermal net radiation
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Rni, the radiation that the surface would receive if it were at air temperature (p. 76). The
fact that the surface is not usually at air temperature may be taken into account by using
the resistance rHR resulting from the combination of the resistances rH for convective
heat loss and rR for radiative heat loss in parallel, in place of rH alone (p. 220). Then

λE = 	Rni + ρcp
{
es

(
T

) − e
}

rHR−1

	 + γ ∗ , (13.30)

where γ ∗ = γ rv/rHR in this version of the Penman Equation. McNaughton and Jarvis
(1991) provide examples of more complex analysis using net isothermal radiation.

13.3.2 Evaporation from Open Water Surfaces

The physics implicit in the Penman Equation is applicable to any surface, ranging from
leaves to extensive areas of land provided that the meteorological and resistance terms
are defined appropriately. The equation has been widely used to estimate evaporation
from water surfaces, bare soil, and crops. To calculate the evaporation from an open
water surface for periods of a week or more, Penman estimated net radiation, saturation
deficit, temperature, and windspeed from climatological data, used an empirical func-
tion of windspeed to estimate rH, and assumed rv = rH (i.e. γ ∗ = γ ). He also made
the assumption, implicit in the derivation given above, that heat storage in the water
was negligible compared with the value of Rn. For comparing the performance of his
equation against measured evaporation from relatively shallow tanks of water (“eva-
poration pans” sited at agrometeorological stations), this assumption is valid when the
averaging period is several days, and the Penman formula with appropriate parame-
terization successfully estimates water loss from evaporation pans in many different
climates. (The identification in the Penman Equation of the several weather factors
that drive evaporation (see section 13.3.3) helps to explain the apparent contradiction
that evaporation rates from such pans have declined since about 1950 although global
temperatures have generally increased (Roderick and Farquhar, 2002).) But for more
general applications, the greater the depth of a waterbody, the greater must be the aver-
aging period for heat storage to be safely neglected. For very deep lakes the period
would have to be at least a year. As depth and heat storage increase, the month of
maximum evaporation moves later and later in the year until it is out of phase with the
annual radiation cycle. In the ocean, the large heat capacity of water results in much
of the heat gained in the summer months being stored in the surface layers (to about
100 m) and returned to the atmosphere in winter. Because heat storage is so effective,
sea surface temperature changes much less rapidly than that of the land surface.

13.3.3 Dependence of Evaporation Rate on Weather

The dependence of evaporation rate on weather can be explored using Eq. (13.27). It is
clear from inspection of the equation that the rate of evaporation from water increases
linearly with the absorption of net radiation and with the value of the atmospheric
saturation deficit {es(T ) − e}. It also increases with windspeed because rH decreases
with increasing wind. Because λE is a function of 	, which increases with temperature,
evaporation rate depends on temperature. Differentiation of Eq. (13.27) with respect
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to T (with saturation deficit kept constant) shows that the fractional change of λE is
related to the fractional change of T by

1

λE

∂
(
λE

)
∂T

=
(

	

	 + γ ∗

){
Rn

λE
− 1

}
1

	

∂	

∂T
. (13.31)

The algebriac sign of the right-hand side of this equation depends on whether Rn/λE
is greater or less than unity. The equation thus shows that λE will increase or decrease
with temperature depending on whether its initial value is less than or greater than
Rn, i.e. on whether the surface is cooler or warmer than the air (since if λE exceeds
Rn, the sensible heat flux C must be negative (ignoring heat storage), i.e. the surface
must be cooler than the air, and when λE is less than Rn the surface must be warmer
than the air). However, because 	/(	 + λ∗) is less than 1, because Rn/λE is often
close to unity, and because

(
∂	/∂T

)
/	 is only about 0.003 at 20 ◦C, the temperature

dependence of λE (at constant saturation deficit) is negligible.
Finally, Eq. (13.29) implies that increasing windspeed (decreasing rH) will always

decrease surface temperature in a system where γ ∗ is effectively independent of wind-
speed.

13.3.4 Potential Evaporation

Penman recognized that evaporation rates from crops were less than those from open
water or wet soil, and used the term potential evaporation to describe “the amount of
water transpired in unit time by a short green crop, completely shading the ground and
never short of water” (Penman, 1950), following the definition originally proposed by
Thornthwaite (1948). The term has been criticized because it confounds the physical
terms driving evaporation with an ill-defined biological component, and the concept of
reference evaporation is preferred in agricultural use (see p. 240). Penman calculated
potential evaporation in the same way as evaporation from open water was calculated,
but using net radiation estimated for the crop. Underlying this approach was his belief
at that time that the principal control of evaporation from short crops was imposed by
the scale of atmospheric turbulence above the surface, parameterized by the resistance
term in Eq. (13.27), so that factors other than the radiative properties of the surface
did not need to be included when estimating potential evaporation. Thom and Oliver
(1977) updated the empirical aspects of Penman’s Equation and improved its accuracy
for regional evaporation estimates. Monteith (1994) reviewed the first 50 years of the
‘potential evaporation’ concept.

Penman’s Equation in its various forms often gives evaporation estimates that agree
well with measurements from well-watered short crops in temperate regions, but for
other vegetation types, more limited water availability or less complete ground cover,
a more comprehensive treatment of the surface is needed and this led to the Penman-
Monteith Equation described next.

13.3.5 Leaf Heat Balance: Introduction to the Penman-Monteith
Equation

The equations for the sensible and latent heat exchange of a leaf are formally identical
to those presented for a wet surface provided the resistances for heat and water vapor
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Figure 13.4 Electrical analog for transpiration from a leaf and leaf heat balance (see also
Figure 11.8).

transfer are specified in an appropriate way. This approach was started by Penman
and extended by Monteith (1965). The resulting equation is often termed the Penman-
Monteith Equation.

Figure 13.4 shows an equivalent circuit in which the resistance for sensible heat
transfer through the leaf boundary layer is rH for each side of the leaf (i.e. rH/2 for the
two sides in parallel). The resistance to water vapor transfer for each side of the leaf is the
sum of a boundary layer resistance for water vapor transfer rv and a stomatal resistance
rs. The ratio γ ∗/γ , which is the ratio of resistances to water vapor and sensible heat
transfer, therefore assumes values of (rv + rs) ÷ (rH/2) for a hypostomatous leaf
(stomata on one side only) and (rv + rs)/2 ÷ rH/2 for an amphistomatous leaf with the
same stomatal resistance on both surfaces. In general

γ ∗ = nγ
(
rv + rs

)
/rH

≈ nγ
(
1 + rs/rH

)
, (13.32)

where n = 1 (amphistomatous leaf) or n = 2 (hypostomatous leaf), and rv ≈ rH.
Thus, algebraically, the Penman-Monteith Equation is identical to Eq. (13.27) but the

term γ ∗ now includes a resistance specifying the restrictions on evaporation imposed
by stomata. Written in full, the equation for an amphistomatous leaf is

λE = 	Rn + ρcp
{
es

(
T

) − e
}

r−1
H

	 + γ ∗ = 	Rn + ρcp
{
es

(
T

) − e
}

r−1
H

	 + γ (1 + rs/rH)
. (13.33)

The evaporation of water from inside a leaf is termed transpiration. The term
evapotranspiration (ET) is frequently used in hydrological and climatological liter-
ature to signify that the water lost from a crop or landscape to the atmosphere is a
combination of evaporation from soil and wet surfaces, and transpiration from plants.
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Apart from brevity, using the term evapotranspiration has no particular advantages and
may often be confusing, as we will see that there are important differences between the
factors controlling evaporation from wet surfaces and transpiration from foliage.

To apply Eq. (13.33) to estimate transpiration rates from a leaf, it is necessary to
assume that the mean temperature of the epidermis, which is the site for sensible heat
exchange, is the same as the mean temperature of wet cell walls which are the site of
latent heat exchange. Most leaves are so thin that this assumption is fully justified. It is
also safe to assume that the metabolic term M in the heat balance equation (Eq. (13.1))
is negligible compared with Rn. During the day when a net amount of energy is stored
by photosynthesis, M/Rn is never more than a few percent and it is even less at night
when heat is generated by respiration.

Despite the fact that Eq. (13.27) can be applied to a leaf as well as to a wet surface
provided that γ ∗ is defined appropriately, the two systems differ significantly in the
following ways:

i. Dependence of transpiration rate on radiation and saturation deficit.

a. For a wet surface, Eq. (13.27) demonstrates that evaporation rate is finite even
when either net radiation or saturation deficit is zero, and λE increases lin-
early with either of these variables when the other is held constant. For leaves
in their natural environment, stomatal aperture (and consequently rs) depends
strongly on solar radiation (Jones, 1992) and, in the absence of light, stomata
are usually closed, so that transpiration is close to zero irrespective of saturation
deficit. (Evaporation may occur very slowly through a waxy cuticle.) Moreover,
substantial evidence both from the field and from work in controlled environ-
ments reveals that many plants close their stomata as atmospheric saturation
deficit increases, presumably as a mechanism for conserving water. When this
response is evinced, the transpiration rate will not increase in proportion to satu-
ration deficit and may even reach a maximum value, beyond which it decreases
as the air gets drier still (Monteith, 1995a). The response comes about through
changes in the turgor of the guard cells which open and close the stomatal pore,
and an attractive theory proposes that the mechanism exists to avoid the gra-
dient of water potential (p. 20–21) between the soil and the foliage becoming
sufficiently negative to cause breakage (cavitation) of the continuous column
formed by water moving from roots to foliage (Sperry, 1995; Williams et al.,
2001; Tuzet et al., 2003).

ii. Dependence of transpiration and leaf temperature on windspeed.
With increasing windspeed (i.e. decreasing rH and rv), the rate of evaporation from
a wet surface always increases and surface temperature always decreases (Eqs.
(13.27) and (13.29)). For a leaf, it can be shown by differentiating Eq. (13.30)
with respect to rHR that λE is independent of rHR (and hence of windspeed) when
λE/C = �/

(
nγ

)
. (Note that Eq. (13.30) is used in preference to Eq. (13.27) for

this analysis to avoid the complication that Rn is a function of surface tempera-
ture and therefore of rH). When λE/C exceeds this critical value, an increase of
windspeed increases the latent heat loss at the expense of the sensible loss in such
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Figure 13.5 The change of transpiration rate and leaf temperature with windspeed for a Xanthium

leaf exposed to radiation of 700 W m−2 at an air temperature of 15 ◦C and 95% relative humidity
(from Mellor et al., 1964).

a way that λE + C stays constant. This behavior is expected intuitively because
the rate of evaporation from a free water surface always increases with windspeed.
When λE/C is smaller than the critical value, however, an increase of windspeed
increases C at the expense of λE: evaporation decreases as windspeed increases.
This behavior has been demonstrated in the laboratory (Figure 13.5) and inferred
from measurements in the field. One of the practical implications is that providing
shelter from the wind does not necessarily benefit plants by saving water.

The dependence of leaf temperature on rH, and by implication on windspeed,
is shown in Figure 13.6 for an arbitrary set of weather variables corresponding to
bright sunshine in a temperate climate. When stomata are shut (resistance assumed
infinite), the temperature difference between the leaf surface and the air increases
somewhat more slowly than rH (i.e. the response is concave to the resistance axis)
because allowance was made for the decrease of Rn with increasing surface temper-
ature. When stomata are partly closed so that rs is very large (500 s m−1 is a repre-
sentative figure for partly closed stomata), curvature becomes much greater because,
provided λE/C < 	/γ , sensible heat loss decreases (and latent heat loss increases)
as windspeed declines. When stomata are fully open (rs = 50 s m−1) the curva-
ture becomes convex to the resistance axis (for small resistances at least) because
in this regime λE/C > 	/γ and sensible heat loss increases with decreasing
windspeed.
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Figure 13.6 Predicted difference between surface and air temperature for an amphistomatous
leaf in sunlight with specified boundary layer and stomatal resistances (for both laminae in
parallel). Assumed microclimate: Rni = 300 W m−2, T = 20 ◦C, saturation deficit 1 kPa
(from Monteith, 1981b).

When a dry leaf is given the unrealistically small value rs = 5 s m−1, the
dependence of surface temperature on rH is almost the same as for a water-covered
leaf (rs = 0) when rH exceeds 50 s m−1 (Figure 13.6) but T0 − T has a minimum
at a very small value of rH and approaches zero as rH approaches zero. By writing
Eq. (13.29) in terms of Rni and rHR and evaluating ∂T /∂rHR, it can be shown that
a minimum temperature is reached when

r2
HR

rs

{(
1 + rs

rHR

)
+ 	

γ

}
= ρcp D

γ Rn
. (13.34)

The weather assumed for Figure 13.6 gives a value of about 30 s m−1 for the right-
hand side of Eq. (13.34), giving rHR ∼= 5.2 s m−1. Because stomatal resistances are
very rarely less than 5 s m−1, it must be very unusual for a leaf to get warmer as
windspeed increases but a wet-bulb thermometer could behave like this if it were
over-ventilated so that part of the wick became slightly dry and presented a small
additional resistance to vapor transfer.

During rain, some falling drops strike the foliage and are retained on leaf sur-
faces. Typically 1–2 mm of water (per unit ground area) of this intercepted rainfall
may be retained on the canopy of crops and young forests, but old-growth forests
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may intercept 2–3 times this amount because their branches and stems are typically
covered with mosses and lichens that intercept additional rainfall (Pypker et al.,
2006). The rate of evaporation of intercepted rainfall is faster than the transpiration
rate because it is not limited by the stomatal resistance (an example of where using
the term “evapotranspiration” would be confusing). The evaporation rate may be
particularly high for needle-leaved vegetation exposed to large windspeeds because
values of rH are small in such situations (see Eq. (13.27)). In regions where rain
showers are frequent, the total loss of water from coniferous forests to the atmo-
sphere can be substantially increased by the direct evaporation of intercepted water
(Calder, 1977; Shuttleworth, 1988). The line marked rs = 0 corresponds to a leaf
with water covering its surface and therefore behaving like a wet-bulb exposed
to radiation. In very strong wind, the limiting value of T − T0 is the wet-bulb
depression of the air, T − Tw.

Figure 13.7 further illustrates the relation between leaf temperature and rH, in this
case showing the dependence on stomatal resistance rs. At high windspeeds (small rH),
leaf temperature is relatively insensitive to stomatal resistance, and responds mainly to
radiant loading; at low windspeeds, leaf temperature excess increases by about a factor
of 2 as the stomatal resistance increases from 20 to 80 s m−1. Later in this chapter this
type of response will be interpreted in terms of the “coupling” between the leaf and the
atmosphere.

Figure 13.7 Excess of leaf over air temperature as a function of stomatal and aerodynamic

resistances when Rni = 300 W m−2, D = 1 kPa, T = 20 ◦C (see also Figure 13.6).



236 Principles of Environmental Physics

iii. Relation between leaf and air temperature.
Equation (13.29) can be used to explain why the excess of leaf temperature over
air temperature in bright sunshine is often reported to be large in cold climates and
small (or even negative) in hot climates. To assist this discussion the equation is
rearranged and reproduced here

T0 − T =
(
γ ∗rH/ρcp

)
Rn

	 + γ ∗
(diabatic)

−
{
es

(
T

) − e
}

	 + γ ∗
(adiabatic)

. (13.35)

Two features of the equation are implicated. First, because 	 decreases as temper-
ature decreases, the diabatic term tends to increase with decreasing temperature if
factors in its numerator remain constant. Second, saturation deficit is commonly
much smaller in cold than in hot climates. So in cold climates during sunny weather
the (positive) diabatic term dominates over the (negative) adiabatic term, and T0−T
is relatively large. Strong radiative heating at low temperatures may be important
for the survival of arctic or montane species growing in a very short summer.
Conversely, in hot climates when radiative heating, air temperature, and saturation
deficit may all be large, the negative adiabatic term in Eq. (13.29) tends to offset the
positive diabatic term, and T0 − T is small. It follows that a leaf of a tropical plant
adapted to keep stomata open at air temperatures in the range 30–40 ◦C should be
able to maintain a tissue temperature close to air temperature provided that water
is available at its roots to maintain transpiration.

iv. Transpiration rate and stomatal resistance.
Increasing the stomatal resistance of a leaf decreases the rate of evaporation and
increases the sensible heat loss when Rn is constant. (Eq. (13.33) is useful for this
discussion.) Stomatal closure therefore increases the temperature of leaf tissue as
shown in Figure 13.8. When air temperature is in the range 20–30 ◦C, leaves of
many temperate species have a minimum stomatal resistance of 100–200 s m−1

(see Figure 11.9), so in bright sunshine and in a breeze (rH � 20 s m−1), small
leaves are expected to be only 1–2 ◦C hotter than the surrounding air. Greater excess
temperatures are observed on very large leaves in a light wind because rH is then
large. From the same set of calculations, it can be shown that the relative humidity of
air in contact with the epidermis will usually be similar to the relative humidity of the
ambient air, and this feature of leaf microclimate may have important implications
for the activity of fungi which need high relative humidity to reproduce and grow.

13.3.6 Dew and Frost

When Rn is negative at night, condensation will occur on a leaf when the numerator
of Eq. (13.27) is negative, i.e. when −	Rn exceeds ρcp{es(T ) − e}/rH. The rate of
dew formation can be calculated from the formula putting γ ∗ = γ (rv/rH). When
the air is saturated, the predicted maximum rate of dew formation on clear nights is
about 0.06–0.07 mm/h but may be much less in unsaturated air (Figure 13.8). These
estimates are consistent with the maximum quantities of dew observed on leaves and on
artificial surfaces—about 0.2–0.4 mm per night depending on site and circumstances
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Figure 13.8 The rate of condensation on a horizontal plane exposed to a cloudless sky at night
when the air temperature is 15 ◦C, as a function of windspeed and relative humidity (from
Monteith, 1981b).

(Monteith, 1957). As these quantities are an order of magnitude smaller than potential
evaporation rates, dew rarely makes a significant contribution to the water balance
of vegetation even in arid climates. However, dew deposition in arid climates helps
maintain the biological crust that stabilizes desert soils and can be an important source
of water for desert-dwelling animals. An extreme example of dew dependency may be
the Australian Thorny Devil lizard which is reputed to have hydrophobic grooves on
its skin that channel dew condensing on the skin to the lizard’s mouth (Bentley and
Blumer, 1962).

Because Rn is negative at night, the temperatures of leaves are always less than air
temperature. Figure 13.9 shows the dependence of T0 − T over the same range of rH
as Figure 13.6 but for negative net radiation. For a dry leaf, Figure 13.9 demonstrates
that the temperature difference between the leaf and air is about −5 K in light winds
if the air is too dry for dew condensation, but is less than −2 K when dew forms from
air with a relative humidity more than 90%. The gain by the leaf of latent heat when
water vapor condenses on its surface is responsible for the increase in leaf temperature.
When minimum temperature is critical, dew may therefore be important for the thermal
regime of cold- or frost-sensitive plants. When leaf temperatures falls below the frost
point of the air, hoar frost, rather than dew, is deposited (Figure 13.10). Fruit growers use
a similar principle to protect crops on clear, still Spring nights when flowers or newly
developing fruits are at risk of low-temperature injury. By continuously spraying the
plants with a fine mist which freezes on contact with the cold foliage, the release of
latent heat as the water freezes maintains the vegetation temperature at around freezing
point, which is often sufficient to avoid injury.
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Figure 13.9 Predicted difference between surface and air temperature for a leaf with specified

boundary layer resistance in the dark (rs = ∞). Assumed microclimate: Rn = −100 W m−2;
T = 10 ◦C. Dew formation occurs when relative humidity is 100% or 90%. The “dry” curve is
appropriate when the relative humidity is too low to allow condensation (from Monteith, 1981b).

Figure 13.10 Hoar frost on leaves of Helleborus corsicus. Note the preferential formation of ice
on the spikes. The exchange of heat and water vapor is faster round the edge of a leaf than in the
center of the lamina because the boundary layer is thinner at the edge (p. 160). A faster exchange
of heat implies that the spikes should be somewhat warmer than the rest of the leaf, i.e. closer
to air temperature at night. A faster rate of mass exchange implies that the spikes should collect
hoar frost faster when their temperature is below the frost-point temperature of the air (Courtesy
of R.L. Milstein).
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13.4 Developments From the Penman and Penman-Monteith
Equations

13.4.1 Extension to Larger Scales: the Big-Leaf Model

All the equations derived here for an isolated leaf can be applied to a uniform stand of
vegetation provided the resistances of the system are described in an appropriate way
(Monteith, 1965, 1981). The approach is sometimes called the big-leaf model because
it specifies the stand-atmosphere exchange in terms of an aerodynamic resistance ra
analogous to the boundary layer resistance rH around a single leaf (Chapter 10), and
a canopy resistance rc that corresponds to the stomatal resistance rs of a leaf but may
also be influenced by evaporation from soil when canopies are sparse. The details of
estimating ra and rc are described in Chapters 16 and 17. Table 13.1 summarizes some
measured minimum values of rc for various canopies based on data from Kelliher et al.
(1995). Kelliher et al. also reviewed minimum leaf resistances rs and found a conserva-
tive relation between minimum values of rc and rs such that rs/rc ≈ 3 when leaf area
index L exceeded about 3. The conservatism is probably because, as L increases, soil
evaporation becomes a decreasing fraction of total evaporation, so the stomatal resis-
tances of all the leaves acting in parallel determine rc; for dense canopies, shading of
lower leaves limits their contribution to evaporation. Kelliher et al. concluded that there
were no statistically significant differences between minimum rc values for herbaceous
and woody natural vegetation, but this natural vegetation class had minimum values
significantly larger than those for agricultural crops. Thus, a reasonable approximation
is that average minimum canopy resistances for natural vegetation and crops are 50
and 30 s m−1, respectively.

At even larger scales rc may be regarded as a surface resistance, parameterizing the
control of evaporation imposed by multiple types of vegetation and soil surfaces. For
applications at the stand scale or larger, it is also necessary to include the term G in the
heat balance describing heat loss by conduction into soil and biomass. This is done by
replacing Rn by Rn − G, which is the available energy for partitioning into sensible
and latent heat. The canopy-scale version of the Penman Monteith Equation is

λE = 	(Rn − G) + ρcp
{
es

(
T

) − e
}

r−1
a

	 + γ (1 + rc/ra)
. (13.36)

Table 13.1 Typical Minimum Canopy Resistances rc for Various Vegetation
Types (Based on Kelliher et al., 1995)

Vegetation type rc (s m−1)

Temperate grassland 60
Coniferous forest 50
Temperate deciduous forest 50
Tropical rain forest 80
Cereal crops 30
Broadleaved herbaceous crops 35
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As an example, we will discuss the use of a big-leaf model in estimating reference
evaporation in agriculture. There are also several ways in which the Penman and
Penman-Monteith Equations can be extended to apply to surfaces whose wetness is
specified either in terms of a fixed relative humidity or a fixed wet-bulb depression. The
concepts of equilibrium evaporation arising from the latter type of specification, and of
a related concept, coupling between vegetation and the atmosphere are also discussed
in this section.

13.4.2 Reference Evaporation

A major application of physics in agriculture is in estimating the water requirements of
specific crops, either for determining irrigation needs or for managing water resources.
A practice recommended by the UN Food and Agriculture Organization, FAO
(Doorenbos and Pruitt, 1977; Allen et al., 1994a,b) is to calculate “reference evap-
oration” ET0 with formulae calibrated to match the measured water use of a reference
crop freely supplied with water, and to multiply ET0 by a “crop factor” established
for specific crops with other characteristics such as height, roughness, and stomatal
responses to environmental factors. The Penman Equation (Eq. (13.27)), adapted by
FAO (Doorenbos and Pruitt, 1977, known as FAO-24), has been widely used for ET0
calculations, but comparison with direct measurements of water use by reference crops,
most often short grass or alfalfa, showed that it frequently overestimated evaporation,
partly through biases in empirical functions adopted by FAO for estimating aerody-
namic resistances and net radiation. In a revision of the FAO guidelines (Allen et al.,
1998, known as FAO-56), the Penman-Monteith Equation was recommended as the
new standard for calculating ET0. In using the equation, FAO-56 defines the “refer-
ence crop” as a hypothetical crop with an assumed height of 0.12 m, a surface resistance
rc of 70 s m−1, and a reflection coefficient (albedo) of 0.23. Reference evaporation
calculated in this way closely resembles the evaporation from an extensive surface of
grass of uniform height, actively growing and adequately watered, and so is similar
to the concept of potential evaporation. (Note that the value specified for rc is larger
than the minimum for a crop suggested above. This is probably because the FAO value
simulates less “perfect” transpiration conditions e.g. includes hours early and late in
the day.)

13.4.3 Specified Surface Humidity

When a chemical compound is dissolved in water, the free energy of the water molecules
is reduced and there is a corresponding reduction in the vapor pressure of air in equilib-
rium with the water surface. Equation (2.42) gives the unique relation between the free
energy of a solution (which depends on the molar concentration of the compound and
on the degree of dissociation of its ions) and the relative humidity h of air in equilibrium
with the solution. In deriving the heat balance equation for the surface of a solution, the
saturated vapor pressure term es(T ) has to be replaced wherever it occurs by hes(T )

so the Penman Equation becomes

λE = 	′Rn + ρcp {hes(T ) − e} /rH

	′ + γ ∗ , (13.37)
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where 	′ = h	. This form of the equation was used by Calder and Neal (1984)
to estimate annual evaporation and surface temperature for the Dead Sea, assuming
h = 0.75.

Equation (13.37) is valid for any surface at which the free energy of water can be
treated as a constant. In principle, it could be applied to bare soil, making h a function
of the water content at the surface, but this is not a practical method of estimating
evaporation from soil because the water content changes very rapidly with depth below
the surface. Another application is the drying of hay or straw where h may depend on
the porosity of the material as well as on the free energy of cell contents (Bristow and
Campbell, 1986).

13.4.4 Specified Surface Wet-Bulb Depression

Slatyer and Mcilroy (1961) derived a form of the Penman Equation in which the adia-
batic term was obtained by assuming that a parcel of air at an initial wet-bulb depression
of B made contact with a surface and was cooled (adiabatically) until it reached equi-
librium with the surface in terms of its temperature and vapor pressure. It then had
a smaller wet-bulb depression B0. When the rate of heat and vapor exchange was
specified by the resistance rH = rv, the equation became

λE = 	Rn

	 + γ
+ ρcp

(
B − B0

)
/rH. (13.38)

As the saturation vapor pressure deficit is given by D ≈ B(	 + γ ) (Eq. 13.10),
Eq. (13.38) is equivalent to

λE ≈ 	Rn + ρcp
(
D − D0

)
/rH

	 + γ
, (13.39)

where D0 is the saturation deficit of air in equilibrium with the surface.

13.4.5 Equilibrium Evaporation

The Slatyer-McIlroy Equation has not been widely adopted because the term B0 (or
D0) depends not only on the surface resistance to vapor transfer but also on prevailing
weather. However, Eq. (13.39) draws attention to the fact that the adiabatic (second)
term in Penman’s Equation (13.27) represents a lack of equilibrium between the state
of the atmosphere at a reference height as given by D and the corresponding state of air
in equilibrium with the surface as given by D0. Priestley and Taylor (1972) suggested
that air moving over an extensive area of uniform surface wetness (but not necessarily
a water surface) should come into equilibrium with the surface when D = D0, giving
the Equilibrium Evaporation rate as

λEeq = 	Rn

	 + γ
. (13.40)

However, the measurements which they reviewed convinced them that, on average,
the observed evaporation rate λEo from water or from well-watered short vegetation
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exceeded λEeq by a factor α of about 1.26, i.e.

λEo = α
	Rn

	 + γ
. (13.41)

Equation (13.41) is known as the Priestley-Taylor Equation. Subsequent analysis of
measurements over a wider range of surfaces has shown that the Priestley-Taylor coef-
ficient α actually varies over a large range. In attempts to examine the properties of
the atmosphere responsible for the fact that the loss of latent heat from well-watered
vegetation invariably exceeds the equilibrium rate of Eq. (13.40), de Bruin (1983),
Mcnaughton and Spriggs (1986), and Huntingford and Monteith (1998), among oth-
ers, have explored the behavior of the Convective Boundary Layer (CBL), the layer
of the atmosphere about 1–2 km deep within which temperature and humidity change
diurnally in response to the inputs of sensible and latent heat at the surface. For the
case when the CBL is capped by an inversion (common on fine summer days), rising
parcels of warm air penetrate a small way into the inversion layer, and, as they sink,
they mix dry, warm air from above the inversion into the CBL by entrainment. The
CBL increases in depth during daylight hours as a consequence of the input of heat
both from above and from below (when the ground is warm relative to the air above it).
McNaughton (1989) pointed out that the atmospheric saturation deficit D is the poten-
tial which controls the non-equilibrium flux of heat and water vapor (Eq. (13.39)). The
gradient of D can be written as

∂ D/∂z = ∂
{
es

(
T

) − e
}
/∂z

≈ 	∂T /∂z − ∂e/∂z

∝ 	C − γλE. (13.42)

The process of attaining equilibrium when a relatively dry air mass moves over a
moist surface can therefore be described in terms of a decrease in the atmospheric
value of saturation deficit D complemented by an increase in the surface value D0
until the two quantities are the same. When the vertical gradient of D vanishes,
Eq. (13.42) demonstrates that 	C = γλE which is equivalent to Eq. (13.40) when
C = γ Rn/(	 + γ ). When moist air moves over dry ground, equilibration proceeds in
the opposite direction.

The preceding discussion emphasizes that plants and their atmospheric environment
are mutually dependent: the state of the atmosphere is altered by fluxes of latent and
sensible heat from vegetation; and plants respond to changes in air temperature and
humidity in ways that alter heat fluxes. Monteith (1995b) proposed a simple scheme for
how vegetation and the CBL interact during the day. The response of vegetation to a pre-
scribed atmospheric state (net radiation, temperature, saturation deficit) was described
by Penman-Monteith Equations (13.27) and (13.32), using an empirical expression that
described how canopy conductance g (the reciprocal of canopy resistance rc) is often
observed to decrease as transpiration rate increases. A complementary relation was
found between g and the Priestley-Taylor coefficient α that fits observed values for a
diverse range of vegetation. Figure 13.11 illustrates that measured values of α tend to
an upper limit between 1 and 1.5 when g is large (rc is small), consistent with the value
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Figure 13.11 Increase in the Priestley-Taylor coefficient α with canopy conductance g (= 1/rc).
Filled squares are from De Bruin (1983); open points are from Monteith (1965). The curves
are given by the empirical equation α = αm(1 − exp (−g/gc)), with the scaling conductance
gc = 5 mm s−1 (gc probably depends on conditions at the top of the CBL). Curves with the
scaling factor αm = 1.1 or 1.4 bracket the observed data (from Monteith, 1995b).

of α = 1.26 estimated by Priestley and Taylor (1972) for well-watered vegetation.
Using a more sophisticated model linking the canopy and the CBL, Huntingford and
Monteith (1998) found that there was a strong linear relation between 1/α and rc. Over
the range 10 < rc < 200 s m−1 corresponding to well-watered to moderately stressed
vegetation, the dependence was

1

α
= 1

α0
+ mrc

with α0 = 1.391 and m = 0.00326 m s−1. Models such as these that incorporate sur-
face and atmospheric physics demonstrate how vegetation and the atmosphere interact
so that plant water supply and the atmospheric demand for evaporation are balanced at
regional scales.

13.4.6 Coupling Between Vegetation and the Atmosphere

Jarvis and McNaughton (1986) reconciled the apparently differing evidence from leaf-
scale and landscape-scale studies of evaporation concerning the control of transpiration
by stomata. They pointed out that the Penman-Monteith Equation may be simplified
when the boundary layer resistance rH that couples a leaf to the atmosphere (or the
equivalent aerodynamic resistance ra for extensive surfaces) tends to two extremes,
zero and infinity. Writing Eq. (13.27) in full,

λE = 	Rn[
	 + γ

(
1 + rs

rH

)] + ρcp
(
es

(
T

) − e
)

r−1
H[

	 + γ
(

1 + rs
rH

)] . (13.43)

As rH → ∞ (i.e. boundary layer resistance becomes very large and the leaf is decoupled
from its surroundings), the second term in Eq. (13.43) tends to zero and the first term
tends to 	Rn/(	 + γ ), which is the equilibrium evaporation rate λEeq (Eq. (13.40)).
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Conversely, as rH → 0 the first term in Eq. (13.43) tends to zero and the second term,
which may be written

ρcp(es
(
T

) − e)r−1
H[

	 + γ
(

1 + rs
rH

)] = ρcp(es
(
T

) − e)

[	rH + γ (rH + rs)]

tends to ρcp
(
es(T ) − e

)
/γ rs. In this case the leaf is strongly coupled to the atmo-

sphere because its boundary layer is very thin. Jarvis and McNaughton (1986) called
the resulting evaporation rate the imposed evaporation λEi. A leaf therefore oper-
ates with a transpiration rate between these two limits, equilibrium evaporation λEeq
and imposed evaporation λEi. The same principles apply at the canopy and landscape
scales where the driving factors for evaporation depend on the relative magnitudes of
the aerodynamic and surface resistances.

Through some algebraic manipulation of the Penman-Monteith Equation given in the
text box below, Jarvis and McNaughton (1986) showed that in general the evaporation
rate can be written as

λE = λEeq + (1 − )λEi, (13.44)

where  is termed the decoupling coefficient, and is defined as

 = (
	 + γ

)
/
(
	 + γ ∗) . (13.45)

To develop the Jarvis and McNaughton (1986) version (Eq. (13.44)) of the
Penman-Monteith Equation, note that since  = (

	 + γ
)
/
(
	 + γ ∗), and

γ ∗ = γ
(

1 + rs
rH

)
,

1 −  = γ ∗ − γ(
	 + γ ∗) = γ rs/rH(

	 + γ ∗) . (13.46)

The Penman-Monteith Equation is

λE = 	Rn

	 + γ ∗ + ρcp
{
es

(
T

) − e
}

r−1
H

	 + γ ∗ .

The first term on the right-hand side of this equation (the diabatic term) may be
written

	Rn

(	 + γ ∗)

(
	 + γ

)
(
	 + γ

) = 
	Rn

(	 + γ )
= λEeq.



Steady-State Heat Balance 245

The second term of the Penman-Monteith Equation may be written (employing
Eq. (13.46))

ρcp
{
es

(
T

) − e
}

r−1
H

	 + γ ∗
(1 − )

(1 − )
= (1−)

ρcp
{
es

(
T

) − e
}

r−1
H

γ rs/rH
= (1−)λEi.

Combining the two terms gives

λE = �λEeq + (1 − )λEi.

Comparing Eqs. (13.44) and (13.26) reveals that λEeq is the rate of evaporation that
would occur if the heat budget of a surface were dominated by the diabatic (radiative)
term. This condition tends to be satisfied when a large leaf or a stand of short well-
watered vegetation is exposed to bright sunshine, humid air, and a light wind. The
evaporation rate is then effectively independent of the saturation deficit of the ambient
air and the surface may be described as “decoupled” from the prevailing weather. The
term “decoupled” must not be taken too literally, however, because λEeq depends on
the absorption of radiation and is slightly dependent on temperature (through 	).

The complementary quantity (1 − )Ei is the rate of evaporation “imposed” by the
environment when the leaf or surface is “coupled” to the prevailing weather, i.e. when
the adiabatic term ρcp D/rH in Eq. (13.26) is much larger than the diabatic term, a
condition satisfied when rH (or its canopy-scale equivalent ra) is very small (small leaf
or rough canopy, strong wind) and Rn is also small. In these conditions, the saturation
deficit at the leaf surface (or in a canopy) is effectively equal to the value (D) at a
reference height in the free atmosphere.

For vegetation freely supplied with water, the value of the decoupling coefficient 

for leaves depends mainly on windspeed and leaf size; for canopies,  depends mainly
on surface roughness and windspeed. Table 13.2 shows some typical values of  for
leaves and canopies (from Jarvis and McNaughton, 1986).

Substituting Eq. (13.32) into Eq. (13.27) and differentiating, it may be shown, with
some rearranging of terms, that the relative change in evaporation for a prescribed
change in stomatal resistance is given by

dE/E = −(1 − )drs/rs. (13.47)

The minus sign in this equation indicates that evaporation rates are decreased by
increases in stomatal resistance. Thus for leaves that are well coupled to the atmosphere
(small , e.g. spruce needles (Table 13.2)), a small fractional increase in stomatal resis-
tance will cause an almost proportional decrease in E (Eq. (13.47)). That is, stomata
exert strong control over the rate of water loss. However, transpiration by weakly cou-
pled leaves (large , e.g. teak leaves (Table 13.2)) is poorly controlled by stomata
(Eq. (13.47)) and depends primarily on radiant energy availability (including its influ-
ence on leaf temperature and stomatal aperture). A similar conclusion applies to the
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Table 13.2 Typical values of the Decoupling Coefficient  for unstressed leaves and canopies.
(from Jarvis and Mcnaughton, 1986). For leaves, the characteristic dimension d (mm) is shown,
and values are based on a windspeed of 1.0 m s−1. For canopies, the value of ra implicit in 

is calculated for a reference level just above the vegetation surface

Species d (mm) �

Leaves
Techtona grandis (Teak) 260 0.9
Triplochiton scleroxylon (Obeche) 200 0.6
Malus pumila (Apple) 60 0.3
Fagus sylvatica (Beech) 40 0.2
Picea sitchensis (Sitka spruce) 2 0.1

Canopies
Alfalfa 0.9
Pasture, grassland 0.8
Potatoes, sugar beet, snap beans 0.7
Wheat, barley 0.6
Prairie 0.5
Cotton 0.4
Heathland 0.3
Pine forest 0.1

sensitivity of canopy evaporation to canopy resistance: transpiration from smooth, rel-
atively decoupled canopies such as short grass is largely controlled by available energy
(Rn −G) and insensitive to canopy (stomatal) resistance and saturation deficit, whereas
transpiration from spruce and other needle-leaved forests can be controlled by changes
in canopy resistance. This provides an explanation of why Penman’s Equation can often
be quite successful in estimating water use by well-watered short grass.

When vegetation starts to run short of water,  decreases because γ ∗ increases,
implying better coupling between vegetation and air and more stomatal control of
transpiration. In this case, however, the rate of water loss is more and more determined
not by the state of the atmosphere but by the rate at which roots can abstract water.
During any period when the rate of extraction is approximately constant, plants in a
stand have to adjust the canopy resistance rc, so that it is approximately proportional
to the imposed saturation deficit. “Coupling” then implies that it is stomatal resistance
rather than transpiration rate that responds to the state of the atmosphere.

13.5 Problems

1. A cylindrical thermometer element, diameter 3 mm is enclosed in a radiation shield
that excludes all solar radiation but is 5.0 ◦C warmer than the true air temperature
which is 20 ◦C. If the thermometer is to record a temperature within 0.1 ◦C of
true air temperature, at what windspeed must the element be ventilated? (Assume
long-wave emissivities of 1.0.)
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2. A wet-bulb thermometer in a radiation shield has a cylindrical element 4 mm diame-
ter. Estimate the radiative resistance assuming that the temperatures of the wet-bulb
and the shield are about 10 ◦C. Hence, plot a graph to show how the difference
between measured and thermodynamic wet-bulb temperatures would vary with ven-
tilation speed over the range 0.5–5 m s−1 .

3. A leaf has a boundary layer resistance for heat transfer (both surfaces in parallel) of
40 s m−1, and a combined stomatal and boundary layer resistance of 110 s m−1.
Taking air temperature as 22 ◦C and vapor pressure as 1.0 kPa, set up a spread sheet
to calculate the rates of sensible heat transfer C, latent heat transfer λE, and the
sum C + λE as a function of leaf temperature over the range 20–26 ◦C. Hence find
graphically or otherwise the leaf temperature when the net radiation absorption by
the leaf is 300 W m−2.

4. For the data in question 3, use the Penman-Monteith Equation to determine the
latent heat flux from the leaf and hence determine the sensible heat flux and leaf
temperature.

5. Show, using the Penman-Monteith Equation, that the necessary condition for dew-
fall is −	Rn > ρcp {es(T ) − e} r−1

H , and that the maximum rate of dew-fall is
Emax = 	Rn/λ(	 + γ ∗). On a cloudless night, the net radiation flux density
of an isolated leaf at air temperature T (K) is given by the empirical expression
Rn = (0.206e0.5 −0.47)σ T 4, where e (kPa) is the vapor pressure. Neglecting other
sources of heat, plot a graph to show how the maximum rate of dew-fall on the leaf
varies with air temperature on the range 0–25 ◦C, and explain your results.

6. A marathon runner, treated as a cylinder with diameter 33 cm moving at 19 km h−1

relative to the surrounding air, has a net radiation load of 300 W m−2. The air
temperature and vapor pressure are 30 ◦C and 2.40 kPa, respectively. Assuming
that the runner’s skin is covered with sweat that is a saturated salt solution for which
the relative humidity of air in contact with the solution is 75%. Estimate the rate
of latent heat loss. If all the salt could be washed off when the runner was sprayed
with water, what would be the new rate of latent heat loss?

7. On the Oregon coast, Sitka spruce is frequently exposed to wind-driven sea spray. In
the extreme case where water on needle surfaces is saturated with sea salt (equilib-
rium relative humidity 75%), by how much would the needle decoupling coefficient
be changed relative to needles with pure water on their surfaces?

Assume a windspeed of 5 m s−1 and needle dimension of 1 mm.



14 Steady-State Heat Balance
(ii) Animals

The heat balance of a leaf or stand of vegetation is determined mainly by its environ-
ment, and over periods of a few hours the temperature of tissue cannot be controlled
except to a limited extent by the movement of leaves with respect to the sun’s rays. In
contrast, warm-blooded animals exposed to a changing environment are able to con-
trol deep body temperature within narrow limits by adjusting the rate at which heat
is produced by metabolism or dissipated by evaporation. They are therefore classed
as homeotherms (from the Greek homoios—similar, and therme—heat). Cold-blooded
animals or poikilotherms (poikilos—various) form a class with heat balance princi-
ples intermediate between vegetation and homeotherms. They have relatively slow
metabolic rates and no thermostat but tend to avoid extremes of heat and cold by
seeking shade or shelter. Lizards, tortoises, and bees, for example, appear to prefer
environments where exposure to solar radiation raises body temperature to between 30
and 35 ◦C, close to the range in which homeotherms operate.

The heat balance equation of any animal can be written in the general form

M + Rn = C + λE + G + S, (14.1)

where each term refers to the gain or loss of heat per unit of body surface area. M is the
rate of heat production by metabolism, G is conduction to the substrate on which the
animal is standing or lying, and S is the rate of heat storage in the animal. The latent
heat loss λE is the sum of components representing losses from the respiratory system
λEr and from the skin when sweat evaporates, λEs. The terms Rn and C have the same
significance as previously.

Methods of calculating the radiative exchange of animals were considered in
Chapter 8. The size and significance of the remaining terms will now be considered
separately as an introduction to the “thermo-neutral diagram” which shows how the
terms are related for homeotherms.

14.1 Heat Balance Components

14.1.1 Metabolism (M)

Standard measurements of the basal metabolic rate (BMR) are made when an animal
has been deprived of food and is resting in an environment where metabolic rate is inde-
pendent of external temperature. It has been widely accepted by animal physiologists
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that the basal metabolic rate of an animal Mb (expressed here in watts and not watts per
unit surface area as elsewhere) can be related to simply body mass W by the empirical
allometric equation

Mb = BW n, (14.2)

where B is a constant, implying that ln Mb is a linear function of ln W .

14.1.2 Units for Metabolism

The metabolic rate is a rate of energy production, so the appropriate unit to express
it in the SI System is the Watt W (J s−1). However, animal scientists and dieticians
often use older units, in particular calories (1 cal = 4.2 J), and express metabolic
rates in units such as kilocalories per day. A kilocalorie is often (and confusingly)
written Calorie; this is the Calorie commonly encountered on food labels and in
dietary advice. For conversion, 1 Cal day−1 = 1000 cal day−1 = 4.2×103/(24×
3600) J s−1 = 48.6 × 10−3 W. So the BMR of a man might be reported as
1500 Cal day−1 or 1500 × 4.2 × 103 = 6.3 MJ day−1 or as 1500 × 48.6 ×
10−3 = 73 W.

In exercise physiology another common unit for quantifying the rate of energy
expenditure during a specific physical activity is the Metabolic Equivalent of Task,
MET. The MET is defined as the rate of energy production per unit weight of an
average person seated at rest and is by convention taken as 1 Cal kg−1 h−1 or
1.2 W kg−1. Use of units such as this obscures the physical meaning of energy
expenditure.

Based on statistical analysis of many sets of measurements on animals of a wide
range of sizes, animal physiologists concluded in the mid-20th century that n = 0.75
in Eq. (14.2), which became known as the 3/4 power law and has been widely used
by animal ecologists to model metabolism in relation to body size in ecology. Kleiber
(1965) suggested that, for intra-specific work, B = 3.4 (with units of W per kg0.75);
Hemmingsen (1960) found that B = 1.8 was a better value for inter-specific compar-
isons over a range of mass from 0.01 to 10 kg. For application to humans, where
knowledge of BMR is important in exercise physiology and dietetics, more com-
plicated expressions are often used, taking into account gender, height, weight, and
age ( Frankenfield et al., 2005); they generally agree with Eq. (14.2) within 10–20%.
Hemmingsen’s (1960) review also showed that the BMR of a poikilotherm kept at a
body temperature of 20 ◦C is about 5% of the value for a homeotherm of the same mass
with a deep body temperature of 39 ◦C. Hibernating mammals metabolize energy at
about the same rate as poikilotherms of the same mass. Figure 14.1 plots the relations
between BMR and body weight proposed by Hemmingsen for homeotherms and poi-
kilotherms, and includes observed data from animals working at metabolic rates up to
their maximum.

Referring basal metabolic rates to the 3/4 power of body mass is inconsistent with
the physics of heat transfer since most of the energy produced in metabolism is lost from



Steady-State Heat Balance 251

Figure 14.1 Relation between body weight and basal metabolic rate (BMR) of homeotherms
(upper continuous line), maximum metabolic rate for sustained work by homeotherms (upper
pecked line), and basal rate for poikilotherms at 20 ◦C (lower continuous line) (from Hem-
mingsen, 1960).

the surface of the animal. For any set of objects with identical geometry but different
in size, surface area is proportional to the 2/3 power of mass, assuming constant mass
per unit volume. It follows that if basal metabolic rates were proportional to surface
area, they would be proportional to the 2/3 power of mass, at least when animals of
like geometry are compared. In a careful re-examination of experimental data to retain
only metabolic measurements taken in conditions conducive to the basal rate, Prothero
(1984) found that n was closer to 2/3 than to 3/4. More recently, Roberts et al. (2010)
further criticized the empirical basis of the 3/4 power law and developed a physically
realistic analysis relating BMR to body size that included heat flow from the core to
the surface of an animal and heat loss from the surface. Assuming that mammals of
sizes ranging from a mouse to a man could be described by an ellipsoidal shape, they
used experimental data in their analysis to show that Eq. (14.2) fitted their data with
constants n = 2/3 and B = 4.9 with Mb in Watts and W in kg. Figure 14.2 shows their
equation and the observed BMR data that they used. The figure also shows the relation
proposed by Kleiber (1965) with n = 3/4 and B = 3.4.
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Figure 14.2 Relation between basal metabolic rate (BMR) of mammals and body weight. Data
points represent BMR for animals ranging in size from a mouse to a human. The continuous line
is the relation with M ∝ W 2/3 proposed by Roberts et al. (2010); the dashed line is the relation
with M ∝ W 3/4 as proposed by Kleiber (1965).

Figure 14.2 shows that the proportionality between BMR and metabolic rate holds
for mammals ranging in size from a mouse (0.02 kg) to a human (70 kg). The average
basal metabolic rate for a mammal per unit of body surface area is about 50 W m−2.
This is much smaller than the flux of short-wave radiation absorbed by a dark-coated
animal in bright sunshine (say 300 W m−2) but is comparable with the energy that might
be absorbed under shade. On a cloudless night, the basal metabolic rate is comparable
to the net loss of heat by long-wave radiation from a surface close to air temperature.

For walking or climbing, the efficiency with which man and domestic animals
use additional metabolic energy is about 30%. To work against gravity at a rate of
20 W m−2, for example, metabolism must increase by about 60 W m−2. The power
expended in walking increases with velocity and, in man, reaches 700 W at 2 m s−1

(about 7 km h−1 or 4.3 mph).
For rapid forms of locomotion such as running or flying, the work done against

wind resistance is proportional to the wind force times the distance traveled. When the
drag coefficient of a moving body is independent of velocity, the drag force should be
proportional to V 2 (p. 139), and as the distance traveled is proportional to V , the rate
of energy dissipation should increase with V 3. However, studies on birds by Tucker
(1969) revealed a range of velocities (e.g. 7–12 m s−1 for gulls) in which the rate of
energy production was almost independent of V , implying a remarkable decrease of
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drag coefficient with increasing velocity. To reduce the energy required to overcome
drag forces, athletes such as sprinters and swimmers wear skin-tight suits of special
fabrics, but the benefits may be more psychological than physiological. However, a
tail-wind definitely helps sprinters; the maximum permitted tail-wind of 2 m s−1 could
reduce the 100 m running time for a champion sprinter by more than 0.1 s by decreasing
the energy expended on overcoming form drag (Barrow, 2012).

14.1.3 Latent Heat (λE)

In the absence of sweating or panting, the loss of latent heat from an animal is usually a
small fraction of metabolic heat production and takes place both from the lungs during
breathing (respiratory evaporation) and from the skin as a result of the diffusion of
water vapor, sometimes politely referred to as “insensible perspiration.” For a man
inhaling completely dry air, the vapor pressure difference between inhaled and exhaled
air is about 5.2 kPa and the heat used for respiratory evaporation λEr is the latent heat
equivalent of about 0.8 mg of water vapor per ml of absorbed oxygen (Burton and
Edholm, 1955). With round figures of 2.4 J mg−1 for the latent heat of vaporization
of water and 21 J ml−1 oxygen for the heat of oxidation (respiration), λEr/M is about
10%. When air with a vapor pressure of 1.2 kPa is breathed (e.g. air at about 50% relative
humidity and 20 ◦C), the difference of vapor pressure decreases to 4 kPa and λEr/M is
about 7%.

In the absence of sweating, the latent heat loss from human skin (λEs) is roughly
twice the loss from respiratory evaporation, implying a total evaporative loss of the
order of 25–30% of M depending on vapor pressure. When sweating, however, a
human can produce about 1.5 kg of fluid per hour, equivalent to 600 W m−2 if the
environment allows sweat to evaporate as fast as it is produced. More commonly, the
rate of evaporation is restricted to a value determined by resistances and vapor pressure
differences. Excess sweat then drips off the body or soaks into hair and clothing.

Sheep and pigs lack glands of the type that allow man to sweat profusely but species
such as cattle and horses can lose substantial amounts of water by sweating. Dogs
and cats have sweat glands only on their foot pads so lose very little heat by this
mode. Sheep, dogs, and cats compensate for their inability to sweat by panting in hot
environments. For cattle exposed to heat stress, the respiratory system can account for
30% of total evaporative heat loss, the remaining 70% coming from the evaporation
of sweat from the skin surface and from wetted hair. The maximum evaporative heat
loss from ruminants is only a little larger than metabolic heat production, whereas a
sweating man can lose far more heat by evaporation than he produces metabolically if
he is exposed to strong sunlight.

Inter-specific differences in λE/M and in mechanisms of evaporation may play an
important part in adaptation to dry environments. Relatively small values of λE/M
have been reported for a number of desert rodents which appear to conserve water
evaporated from the lungs by condensation in the nasal passages where the temperature
is about 25 ◦C (Schmidt-Nielsen, 1965). The respiratory system operates as a form of
counter-current heat exchanger. In contrast, measurements of total evaporation from
a number of reptiles yield figures ranging from 4 to 9 mg of water per ml of oxygen.
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These figures imply that 50−100% of the heat generated by metabolism was dissipated
by the evaporation of water, lost mainly through the cuticle.

For differing animal species, the amount of body water available for evaporation
depends on body volume, whereas the maximum rate of cutaneous evaporation depends
on surface area. At one extreme, insects have such a large surface:volume ratio that
evaporative cooling is an impossible luxury. Humans and larger animals can use water
for limited periods to dissipate heat during stress and, in general, the larger the animal
the longer it can survive without an external water supply. The camel, for example, can
lose up to 30% of its body mass without harm when deprived of drinking water for
long periods because it has several physiological adaptations to survive dehydration.
But humans become critically dehydrated after a water loss of only about 12% of their
body weight—typically about 8 l of water.

14.1.4 Convection (C)

Convective heat loss from animals can be an important component in the energy balance.
Using principles discussed in previous chapters we can investigate the relation between
skin temperature, wind speed, net radiation absorbed, and animal size. Figure 14.3
illustrates this analysis graphically. The left-hand side of Figure 14.3 demonstrates
how resistance to convective heat transfer between an organism and its environment
decreases as body size decreases, a significant relation in animal ecology (see also
Figure 13.1). The right-hand side of the diagram, for which the theoretical basis will
be discussed later (p. 262), shows the linear relationship between Rni and r−1

HR for
specified values of (Tf − T ), the temperature difference between the organism and
its environment when convection and isothermal net radiation are equated (see Eq.
(13.2)). In the example given, an organism with characteristic dimension 2 cm has
r−1

H = 6.7 cm s−1. Transferring this to the right-hand side of the figure, we see that,

Figure 14.3 Diagram for estimating the thermal radiation increment (see text and p. 262) when

windspeed, body size, and net radiation are known. For example, at 8 m s−1 an animal with
d = 2 cm has r−1

H = 6.7 cm s−1 and r−1
HR = 6.2 cm s−1. When Rni = 300 W m−2, Tf − T is

4 ◦C.
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when Rni = 300 W m−2, (Tf − T ), the amount by which the effective air temperature
exceeds the actual air temperature because of radiative loading (see p. 262), is 4 ◦C.

Schmidt-Nielsen (1965) regarded both convective and radiative exchanges as pro-
portional to surface area and concluded that, in the desert, “the small animal with its
relatively larger relative surface area is in a much less favourable position for main-
taining a tolerably low body temperature.” It is true that small animals are unable to
keep cool by evaporating body water, but when convection is the dominant mechanism
of heat loss they can lose heat more rapidly (per unit surface area) than large animals
exposed to the same windspeed. In this context, the main disadvantage of smallness
is microclimatic: because windspeed increases with height above the ground, small
animals moving close to the surface are exposed to slower windspeeds than larger
mammals. As rH is approximately proportional to (d/V )0.5, an animal with d = 5 cm
exposed to a wind of 0.1 m s−1 will be coupled to air temperature in the same way as
a much larger animal with d = 50 cm exposed to wind at 1 m s−1. Insects and birds
in flight and tree-climbing animals escape this limitation.

14.1.5 Conduction (G)

Few attempts have been made to measure the conduction of heat from an animal to
the surface on which it is lying. Mount (1968) measured the heat lost by young pigs
to different types of floor materials and found that the rate of conduction was strongly
affected by posture as well as by the temperature difference between the body core
and the substrate. When the temperature of the floor (and air) was low, the animals
assumed a tense posture and supported their trunks off the floor, but as the temperature
was raised, they relaxed and stretched to increase contact with the floor. Figure 14.4
shows the heat loss per unit area, recalculated from Mount’s data, for newborn pigs in
a relaxed posture. As the heat flow was approximately proportional to the temperature
difference, the thermal resistance for each type of floor can be calculated from the slope
of the lines. The resistances are about 8, 17, and 58 s cm−1 for concrete, wood, and
polystyrene, respectively. As the corresponding resistances for convective and radiative
transfer are usually around 1–2 s cm−1 (Figure 13.1), it follows that heat losses by
conduction to the floor of an animal house are likely to be significant only when it is
made of a relatively good heat conductor such as concrete. Conduction will be negligible
when the floor is wood or concrete covered with a thick layer of straw.

Gatenby (1977) measured the conduction of heat beneath a sheep with a fleece length
of about 2 cm lying on grass in the open. When the deep soil temperature was 10 ◦C,
downward fluxes of about 160 W/m2 of contact surface were measured when the sheep
lay down, equivalent to about 40 W/m2 of body surface and therefore comparable with
the loss by convection. Energy requirements for free-ranging animals therefore depend
to some extent on the time spent lying, on soil temperature, and on the thermal properties
of the ground.

14.1.6 Storage (S)

As discussed in more detail below, most homeotherms have mechanisms that main-
tain their core body temperature almost constant over a wide range of environmental
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Figure 14.4 Measurements of heat lost by conduction from a pig to different types of floor
covering expressed as watts per square meter of total body area (after Mount, 1967). •—concrete;
X—wood; ©—polystyrene.

conditions. On the other hand, the body temperatures of poikilotherms vary in response
to external heat inputs. All animals alter their behavior to avoid extreme conditions,
e.g. seeking shade, sheltering from wind, or adopting a nocturnal lifestyle. In desert
environments where day-time air temperatures may be much larger than body tem-
perature and minimizing evaporative loss is important, some homeotherms allow their
body temperature to increase during the day, thus reducing the need for evaporative
cooling not only by storing heat but also by reducing sensible heat gain (i.e. reducing
the air-skin temperature gradient) and increasing long-wave radiation loss. The stored
heat is dissipated at night by sensible and radiative heat loss. Schmidt-Nielsen et al.
(1956) studied the body temperature of dromedary camels kept in full desert sun. When
the camels were allowed to drink water at the beginning of each day, the body tem-
perature varied by about 2.1 ◦C between day and night, but when the camels were
deprived of water their body temperatures during the day were up to 6.5 ◦C greater
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Figure 14.5 Heat balance components of a camel in a desert environment when hydrated and

dehydrated, expressed as mean heat rates (W m−2) over the 10 h during which external heat
loads were largest (based on data from Schmidt-Neilsen et al. 1956).

than at night. Such a range would be life-threatening for many mammals. For a camel
weighing 260 kg, assuming a body specific heat of 3.6 kJ kg−1 K, the daytime heat
storage rate S averaged 15 W m−2 for the hydrated and 42 W m−2 for the dehydrated
animals. Schmidt-Neilsen also measured evaporation rate E from the skin (ignoring
the small respiratory evaporation rate), and estimated metabolic heat production M.
Using the heat balance Eq. (14.1), he interpreted the residual E + S − M as the heat
gained from net radiation and sensible heat. Figure 14.5 illustrates the heat balances
over the hottest 10 h of the day for the hydrated and dehydrated camels. When water
was available, the animals balanced their energy gains principally by evaporation of
sweat; when dehydrated, the sweating rate was much decreased, and heat storage was
similar in magnitude to the loss of heat by evaporation. Some of the large reduction in
the radiant and sensible heat gain is probably due to postural changes that the camels
adopted to reduce radiation interception when short of water.

Although heat storage is not viable as a long-term component of the heat balance of
most homeotherms, it is important during short bursts of activity. For example, Taylor
and Lyman (1972) found that running antelopes generated heat at about 40 times their
resting metabolic rate, and the increase of their body temperature of up to 6 ◦C over 5–
15 min (depending on running speed) accounted for 80–90% of this heat. For humans,
body temperature Tb also increases during exercise in direct proportion to the metabolic
rate M until the limits for thermoregulation are reached. A convenient approximation
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for humans (Kerslake, 1972) is

Tb = 36.5 + 4.3 × 10−3 M,

where Tb is in Celsius when M is in W m−2.

14.2 The Thermo-Neutral Diagram

The fundamental relation between the metabolic heat production of a homeotherm and
the temperature of its environment is often represented by a thermo-neutral diagram
(Figure 14.6), for which measurements of metabolism can be obtained in one of the
two ways. In “direct” calorimetry, the subject is placed in a calorimeter, an enclosure
usually with wall temperature equal to air temperature to simplify estimates of radiative
transfer, and the flow of heat through the walls is measured with transducers. For
“indirect” calorimetry, measurements of oxygen consumption obtained by placing a
hood over the head are widely used to determine heat loss from the subject. In such
cases the effective temperature of the environment needs to be defined; ways of doing
so are considered later.

Figure 14.6 The thermo-neutral diagram: a diagrammatic representation of relations between
heat production, evaporative, and non-evaporative heat loss and deep-body temperature in a
homeothermic animal (from Mount, 1979).
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To simplify interpretation of the thermo-neutral diagram without concealing major
details, conduction of heat to the ground will be neglected and the animal (or human)
will be assumed covered by a uniform layer of hair (or clothing). It is convenient to work
with isothermal net radiation Rni (p. 76) because this flux is independent of surface
temperature, and to introduce a combined resistance for convection and long-wave
radiative exchange rHR (p. 220).

The heat balance equation for the surface of a coat whose mean temperature is T0
then becomes

M + Rni − λEr − λEs = ρcp
(
T0 − T

)
/rHR, (14.3)

where T is air temperature and the suffixes r and s refer to latent heat loss by respiration
and evaporative sweating, respectively.

If the resistance of the coat is rc, if it is impermeable to radiation of all wave-
lengths, and if the evaporation of sweat is confined to the surface of the skin with mean
temperature Ts, the flux of sensible heat through the coat is

M − (
λEr − λEs

) = ρcp(Ts − T0)/rc, (14.4)

where rc is the resistance of the coat. The flux of heat through the skin surface is

M − λEr = ρcp(Tb − Ts)/rd, (14.5)

where rd is the resistance of the body tissue and Tb is the body temperature.
Eliminating T0 and Ts from Eqs. (14.3)–(14.5) gives the relation between heat bal-

ance components as

M + (rHR/rt)Rni = ρcp(Tb − T )/rt + λEr + λEs(rHR + rc)/rt, (14.6)

where rt = rHR + rc + rd. This equation can be used to explore the physiologically
significant air temperatures shown in Figure 14.6 if it is written in the form

T = Tb − {rtM + rHRRni − rtλEr − (rHR + rc)λEs}/ρcp. (14.7)

Equations (14.6) and (14.7) will now be used to examine five discrete regimes
incorporated in the thermo-neutral diagram.

I. T < T1

At an air temperature of T1, sometimes referred to as the “cold limit,” the body
produces heat at a maximum rate Mmax. Assuming that the sum of the two latent heat
terms in Eq. (14.7) is 0.2Mmax (see p. 253), the value of T1 is given by

T1 ≈ Tb − {0.8rtMmax + rHRRni}ρcp. (14.8)

Table 14.1 contains values of measurements of T1 summarized by Mount (1979) for
newborn and mature individuals of three species. Comparisons emphasize the value of
hair in establishing the size of rt and therefore of the product rtMmax. Estimates of this
quantity given in the table were derived by assuming that Tb = 37 ◦C for all species,
that Rni was zero in the experimental conditions, and that ρcp = 1200 J m−3 K−1.
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Table 14.1 Cold Limit and Lower Critical Temperature for Three Species (from Mount, 1979)
with Corresponding Values of rtM (see text)

Cold limit
T1 (◦C)

Critical
temperature
T2 (◦C)

rtMmax
(kJ m−3)

rtMmin
(kJ m−3)

Human newborn 27 33 15 6
Mature 14 28 35 14
Pig newborn 0 34 56 5
Mature −50 10 131 41
Sheep newborn −100 30 206 11
Mature −200 20 355 86

When air temperature falls below the cold limit, heat is dissipated faster than it
is made available by metabolism and radiation, so that the steady-state heat balance
represented by Eq. (14.7) cannot be achieved, and body temperature must then decrease
with time (cf. p. 217). This depresses the metabolic rate so that temperature falls still
further, leading to death by hypothermia if the process is not reversed.

II. T1 < T < T2

In this regime, sensible heat loss decreases linearly with increasing air temperature,
inducing an identical decrease in metabolic rate, provided the latent heat component
of the heat balance remains constant. Differentiation of Eq. (14.6) then gives

∂M
∂T

= −ρcp

rt
. (14.9)

If rt = 600 s m−1, for example, ∂M/∂T is −2 W m−2 K−1.
Equation (14.9) is valid between the cold limit T1 and a temperature T2 at which the

metabolic rate reaches a minimum value Mmin, usually somewhat larger than the basal
metabolic rate (p. 249) on account of physical exertion and/or the digestion of food.
Repeating the assumptions used to find an approximation for T1 gives

T2 ≈ Tb − {0.8 rtMmin + rHRRni}/ρcp. (14.10)

Observed values of T2 and estimates of rtMmin are given in Table 14.1.
Livestock exposed to a temperature below T2 need more feed to achieve the same

liveweight gain or production of milk, eggs, etc., than a comparable animal kept in
the thermo-neutral zone. The temperature T2 is therefore referred to as the (lower)
critical temperature. Polar explorers experiencing temperatures well below the lower
critical temperature wear thermally insulated clothing to reduce heat loss, but still
burn considerable metabolic energy. The daily energy use when man-hauling sleds is
estimated as 27 MJ, corresponding to working at a rate of about 600 W for a 12 h day.
This energy has to be replaced by food if explorers are to survive. The daily diet of
Scott’s party hauling sleds to the South Pole in 1911–1912 replaced only about 75% of
their energy consumption and must have contributed to the decline of the team’s health
and strength.
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III. T2 < T < T3

This is the zone of “least thermoregulatory effort” for all animals and it is also
identified as the comfort zone for humans. As temperature rises above T2, metabolic
rate remains constant, so the heat balance equation can be satisfied only if (a) the total
resistance to sensible heat loss rt decreases and/or (b) the latent heat loss λE increases.
In many animals, including humans, a decrease of rt is a consequence of blood vessels
near the skin surface dilating so that blood circulates faster, effectively decreasing the
tissue resistance rd (see p. 173). This process is sometimes accompanied by a small
increase of sweat rate.

IV. T3 < T < T4

In this regime, M and rt are constant and the maintenance of thermal equilibrium
as temperature rises requires that the decrease of sensible heat loss should be balanced
by an identical increase of latent heat loss. This increase is made possible by more
rapid production and evaporation of sweat and/or by faster breathing and other mech-
anisms which increase respiratory evaporation (p. 253). The temperature range T2–T4,
encompassing zones III and IV, in which heat production is at its minimum value and
is independent of air temperature, is usually called the thermo-neutral zone.

V. T > T4

As temperature rises further, loss of latent heat cannot increase indefinitely. The
rate of evaporation of sweat is limited by the aerodynamic resistance of the body and
therefore by windspeed, and the rate of evaporation from the respiratory system is
likewise limited by the rate of panting and the volume of air inhaled and exhaled.
Both rates of evaporation depend on the vapor pressure of the atmosphere. When λE
reaches a maximum (or even at a somewhat lower temperature as Figure 14.6 suggests),
body temperature starts to rise, a primary symptom of hyperthermia. Differentiating
Eq. (14.7) with respect to T when λE is constant gives

1 = ∂Tb

∂T
− ∂M

∂Tb

∂Tb

∂T

rt

ρcp

or

∂Tb

∂T
= {1 − rt(∂M/∂Tb)/ρcp}.−1 (14.11)

The requirement that ∂Tb/∂T should be positive implies that

∂M
∂Tb

< ρcp/rt. (14.12)

In humans, the increase of metabolic rate with temperature is about 7% per K so
if M = 150 W m−2, rt should not exceed 170 s m−1 (ρcp = 1200 J m−3 K−1),
implying good ventilation and a minimum of clothing, familiar requirements for avoid-
ing extreme discomfort in tropical climates. When Eq. (14.12) is not satisfied, body
temperature and metabolic rate tend to rise uncontrollably with consequences that can
be fatal.
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14.3 Specification of the Environment—The Effective
Temperature

The thermo-neutral diagram has been used mainly to summarize observations of
metabolic rate in livestock or humans exposed to the relatively simple environment
of a calorimeter. In the real world, metabolic rate depends on several microclimatic
factors in addition to air temperature, notably radiation, windspeed, and vapor pres-
sure. Attempts have therefore been made to replace the simple measure of actual air
temperature used in the previous discussion with an effective temperature which incor-
porates the major elements of microclimate. Two examples are now given, the first
dealing with the radiative component of the heat balance equation.

14.3.1 Radiation Increment

When the radiant flux is expressed in terms of net isothermal radiation, the heat balance
equation may be written

Rni + (M − λE) = ρcp(T0 − T )/rHR, (14.13)

where λE is here assumed to be a relatively small term, independent of T . Suppose
that the thermal effect of radiation on an organism can be handled by substituting for
air temperature an effective temperature Tf such that

(M − λE) = ρcp
(
T0 − Tf

)
/rHR. (14.14)

Then eliminating M − λE from Eqs. (14.13) and (14.14) gives

Tf = T + {RnirHR/ρcp}, (14.15)

where the term in curly brackets is similar to the radiation increment used by Burton
and Edholm (1955), Mahoney and King (1977), and many others.

Figure 14.3 provides a graphical method of estimating the temperature increment
Tf−T when windspeed and net radiation are known. Given the characteristic dimension
of an organism d and the velocity of the surrounding air V , the corresponding value of
rH can be read from the left-hand vertical axis and rHR derived from Equation (13.2)
can be read from the right-hand axis. From the right-hand section of the figure, the
coordinates of rHR and Rni define a unique value of Tf − T . An example is shown for
V = 8 m s−1, d = 2 cm, which gives 1/rH = 6.8 cm s−1 from the left-hand axis and
1/rHR = 6.3 cm s−1 from the right-hand axis. At Rni = 300 W m−2, Tf − T = 4 K.

In a system where the resistances are fixed, the relation between temperature gra-
dients and heat fluxes can be displayed by plotting temperature against flux as in
Figure 14.7. By definition, a resistance is proportional to a temperature difference
divided by a flux and is therefore represented by the slope of a line in the figure. From
a start at the bottom left-hand corner, Tf is determined by drawing a line (1) with slope
rHR/ρcp to intercept the line x = Rni at y = Tf. Rearranging Equation (14.15), the
equation of this line is

Tf − T = rHRRni/ρcp. (14.16)
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Figure 14.7 Main features of temperature/heat-flux diagram for dry systems. Ts is skin tem-
perature, T0 is coat surface temperature, Tf is effective environment temperature, and T is air
temperature.

The temperature of the surface T0 is now found by drawing a second line (2) with
the same slope as (1) to intersect x = M −λE at y = T0. The equation of this line (see
Equation (14.14)) is

T0 − Tf = rHR(M − λE)/ρcp. (14.17)

Finally, for an animal covered with a layer of hair, a mean skin temperature Ts
can be determined if the mean coat resistance rc is known. Provided that evaporation is
confined to the surface of the skin and the respiratory system, the increase of temperature
through the coat is represented by the line (3) whose equation is

Ts − T0 = rc(M − λE)/ρcp. (14.18)

This form of analysis can be used to solve two types of problems. When the environ-
ment of an animal is prescribed in terms of windspeed, temperature, and net radiation,
it is possible to use a thermo-neutral diagram to explore the physiological states in
which the animal can survive. Conversely, when physiological conditions are speci-
fied, a corresponding range of environmental conditions can be established, forming an
ecological “niche” or “climate space” (Gates, 1980). Examples now given for a locust,
a sheep, and a man are based on case studies reported in the literature.
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14.4 Case Studies

14.4.1 Locust

In a monograph describing the behavior of the Red Locust (Nomadacris septem-
fasciata), Rainey et al. (1957) derived radiation budgets and heat balances for an
insect of average size basking on the ground or flying. Both states are represented
in Figure 14.8. At the bottom of the diagram, the basking locust is exposed to an
air temperature of 20 ◦C but the effective temperature of the environment is about
25 ◦C (Rni = 150 W m−2, rHR = 0.38 s cm−1). Because M − λE is trivial, the sur-
face temperature is only a fraction of a degree above Tf. The flying locust is exposed to
a larger radiant flux density (230 W m−2) but with a relative windspeed of 5 m s−1 the
value of rHR is 0.33 s cm−1, somewhat smaller than for the basking locust. The incre-
ment Tf − T is therefore only slightly larger than for basking. The difference between
body surface and effective temperature is relatively large for the flying locust because
the rate of metabolism is much larger than the basal rate; from measurements of oxygen
consumption in the laboratory, M is estimated to be 270 W m−2. The graph predicts
that a flying locust should be about 12 ◦C hotter than the surrounding air, consistent
with maximum temperature excesses measured by sticking hypodermic thermocouple
needles into locusts captured in the field.

Figure 14.8 Temperature/heat-flux diagram for locust basking (lower section of graph) and
flying (upper section).

14.4.2 Sheep

Figure 14.9 shows the heat balance of sheep with fleeces 1, 4, and 8 cm long exposed
to

i. An air temperature of −10 ◦C and a net radiative loss of Rni = −50 W m−2.
ii. An air temperature of 40 ◦C and a radiative gain of 160 W m−2.
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Figure 14.9 Temperature/heat-flux diagram for sheep with fleece lengths of 1, 4, and 8 cm

exposed to air temperatures of −10 ◦C and net radiation of −50 W m−2 (lower section); and
40 ◦C with net radiation 160 W m−2 (upper section).

In both cases the animal is assumed to behave like a cylinder with a diameter of
50 cm exposed to a wind of 2 m s−1, a special case of the conditions analyzed by
Priestley (1957).

For the cold state, Tf is found by drawing a line with slope rHR/ρcp to give T −Tf =
3 ◦C, at Rni = −50 W m−2. From Tf = −13 ◦C, three lines were drawn corresponding
to the total resistance (rHR + rc) for the three values of fleece length taking rc as
1.5 s cm−1 per cm length from Table 10.2. For the heat balance equation in the form

Tb − Tf = (M − λE)(rHR + rc)/ρcp (14.19)

and if Tb = 37 ◦C, the lines intercept T = 37 ◦C at three values of M−λE; 42, 74, and
182 W m−2. As the average daily metabolism of healthy, well-fed sheep is expected to
be about 60 or 70 W m−2, the graph implies that a fleece at least 4 cm long is needed
to withstand effective temperatures between −10 and −15 ◦C.

For the hot state, the top section of the graph shows that Tf is 50 ◦C in the conditions
chosen. Thermal equilibrium cannot be achieved when Tf exceeds Tb unless M−λE is
negative, i.e. unless more heat is lost by evaporation than is generated by metabolism.
Assuming Tb = 38 ◦C in this case, M − λE would need to be −46 W m−2 if the
fleece length is 1 cm, decreasing to −10 W m−2 for an 8 cm fleece, i.e. there would
be a flow of sensible heat into the sheep from its environment which would decrease
as insulation increased. Studies on sheep in controlled environments show that λE
can reach 90 W m−2 under extreme heat stress; but even during a period of minimum
activity, M is unlikely to be less than 60 W m−2. A figure of −30 W m−2 can therefore
be taken as a lower limit for M − λE. The diagram implies that a minimum fleece
length of about 2 cm would be needed to withstand the conditions chosen to represent
heat stress.
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Figure 14.10 Temperature/heat-flux diagram for a man wearing a black sweater exposed to
arctic sunlight and air temperature of −7 ◦C. The lower part of the diagram shows the equivalent
temperature and sweater surface temperature on his back (in shade) and the upper part shows
the same temperature on his chest (in full sun).

14.4.3 Man

The radiation and heat balance of men working in Antarctica were studied by Chrenko
and Pugh (1961), and Figure 14.10 is based on their analysis for a man wearing a black
sweater standing facing the sun. The air temperature was only −7.5 ◦C but because
the sun was 22◦ above the horizon, the radiative load on vertical surfaces facing the
sun was exceptionally large. As the wind was light, rHR was relatively large, about
1 s cm−1. The top left-hand side of the diagram, referring to the sunlit chest, was
constructed from measured temperatures and from the heat flow through the clothing
measured with a set of heat flow transducers.

The radiation increment was 74 ◦C, the surface of the sweater was at 61 ◦C, and
the skin was at 38 ◦C. The conduction of heat into the body was −75 W m−2 and,
assuming the resistance of the skin over the chest was 0.2 s cm−1, the deep body
temperature would be 37 ◦C. The same deep body temperature can be reached starting
from the bottom left-hand side of the diagram representing the temperature gradients
on the man’s back. As the net radiation on the back was only 145 W m−2, Tf was only
6.5 ◦C (cf. 74 ◦C on the chest); the outer surface of the sweater was at 12 ◦C and the
skin was at 32 ◦C. There was an outward flow of heat through the skin of 60 W m−2

and, assuming Tb = 37 ◦C, the resistance of the skin is about 1 s cm−1, consistent
with the value for vaso-constricted tissue in Table 10.2.

These measurements demonstrate a flow of solar energy through the trunk from
chest to back and it would be necessary to integrate this heat flow over the whole body
to determine M − λE. Such an exercise is obviously impractical. The heat balance
of an animal in a natural environment can be established when M − λE is measured
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directly or is estimated from relevant laboratory studies but the converse operation of
determining M − λE when other terms in the heat balance are known is confined to
men or animals in a calorimeter or controlled environment chamber.

14.4.4 Apparent Equivalent Temperature

A second type of environmental index is needed when the loss of latent heat from an
organism is predominantly by the evaporation of sweat from the skin. When the losses of
sensible and latent heat occur from the same surface, temperature and vapor pressure
can be combined in a single variable which may be called the apparent equivalent
temperature. To derive this quantity, the heat balance equation is written,

Rni + M = ρcp(T0 − T )

rHR
+ ρcp(e0 − e)

γ rv
, (14.20)

where T0 and e0 are mean values for the skin surface and T and e refer to the air.
If γ is replaced by γ ∗ = γ (rv/rHR), Eq. (14.20) can be written

Rni + M = ρcp
(
T ∗

eo − T ∗
e

)
/rHR, (14.21)

where T ∗
e is the apparent equivalent temperature of ambient air given by T + e/γ ∗ and

therefore equal to the equivalent temperature derived on p. 223 when rv = rHR. By
analogy with the radiation increment, e/γ ∗ may be regarded as a humidity increment.
The mean value of the apparent equivalent temperature at the surface is T ∗

eo.
In principle, the apparent equivalent temperature should be used in a thermo-neutral

diagram in place of conventional temperature when the metabolic rate of an animal
is measured in an environment where vapor pressure changes as well as temperature.
Extending this process a stage further, the apparent equivalent temperature of the envi-
ronment can be modified to take account of the radiation increment by writing

T ∗
eR = T ∗

e + RnirHR/ρcp. (14.22)

The quantity T ∗
eR is an index of the thermal environment which allows the heat balance

equation to be reduced to the form

(1 − x)M = ρcp
(
T ∗

eo − T ∗
eR

)/
rHR, (14.23)

where x is the fraction of metabolic heat dissipated by respiration. A thermo-neutral
diagram using T ∗

eR as a thermal index rather than T or T ∗
e would be valid for changes

in radiant heat load as well as in vapor pressure and temperature.
This type of formulation provides a relatively straightforward way of investigating

the heat balance of a naked animal whose skin is either dry or entirely wetted by sweat.
The intermediate case of partial wetting is more difficult to handle because the value
of T ∗

e depends on fractional wetness which is not known a priori. A complete solution
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of the relevant equations for an animal leads to a complex expression within which the
structure of the original Penman equation can be identified (McArthur, 1987).

14.4.5 Sweating Man

To illustrate how apparent equivalent temperatures can be used, the heat balance of a
sweating man will be analyzed graphically. The net heat H to be dissipated will be taken
as the sum of the metabolic heat load M and the isothermal net radiation Rni which
can be calculated on the assumption that a body intercepts radiation like a cylinder
(Chapter 7). The resistance to vapor transfer rv is d/(DSh) where the characteristic
dimension d is often taken as 34 cm for a standard man, and the resistances to heat
transfer are rH(=d/(κNu) and rR in parallel. For forced convection in a windspeed of
about 2 m s−1, rH is 1 s cm−1 and with rR = 2.1 s cm−1, rHR = 0.68 s cm−1. The
corresponding value of rv is 0.9 s cm−1 so γ ∗ = γ rV/rHR = 87 Pa K−1. These values
will be taken as standard in the following discussion.

The rate at which sweat evaporates from a man in a given environment cannot be
determined without knowing how fast it is produced. The maximum rate of sweating
that a normal man can sustain for several hours is about 1 kg h−1, and if his surface
area is 1.8 m2 the equivalent rate of evaporative heat loss is 375 W m−2. The rate
of sweating is determined partly by skin temperature and partly by metabolic rate.
When a subject reports that a particular combination of clothing and environment is
“comfortable” and there is no visible evidence of sweat, the mean skin temperature is
usually about 32–33 ◦C.

Laboratory experiments show that many subjects regard the environment as very
uncomfortable when skin temperature rises above about 35 ◦C (95 F) and as intoler-
able when the skin temperature reaches about 37 ◦C (98 F). When γ ∗ is 87 Pa K−1

the corresponding equivalent temperatures for a wet surface are 100 ◦C and 109 ◦C.
Figure 14.11 shows these limits on a diagram of the type already used to present “dry”
heat balances, but the equivalent temperature T ∗

e now replaces T as the ordinate. The
left-hand side of the diagram shows how T ∗

e is related to the temperature and vapor pres-
sure of the ambient air. Three lines of constant wet-bulb temperature T ′ (10, 20, 30 ◦C)

are plotted as a reminder that T ′ is closely related to T ∗
e when γ ≈ γ ∗.

The right-hand side of the diagram shows gradients of equivalent temperature for
a nude and for a clothed subject, both assumed to be sweating freely when M is
200 W m−2 (light work) and Rni is 300 W m−2 (bright sunshine). The mean value of
T ∗

e0 for the skin of the nude man is assumed to be 98 ◦C. The equivalent temperature of
the air T ∗

e must therefore satisfy Eq. (14.21) whereρcp/rHR = 1.2×103/(0.68×102) =
17.7 W m−2 K−1. Thus when H = Rni + M = 500 W m−2, Eq. (14.21) requires
that T ∗

eo − T ∗
e is 28.5 K, so T ∗

e is 69.5 ◦C. In Figure 14.11 Eq. (14.21) is represented
by the line AB. Reference to the left-hand side of the figure shows the range of air
temperatures and humidities for which T ∗

e is 69.5 ◦C, e.g. 35 ◦C, 3 kPa. The increase
of Rni + M which would make the same environment seem either “severe” or “intoler-
able” can be derived from the figure by extending the line BA upwards. Conversely if
Rni +M is constant, the effect of increasing T ∗

e by raising T or e is found by displacing
AB upwards without changing its slope.
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Figure 14.11 Apparent equivalent temperature and heat-flux diagram for a clothed and a nude
man (right-hand section) and the relation between apparent equivalent temperature, vapor pres-
sure, and air temperature (left-hand section). The nude man with a total heat load of 500 W m−2

can avoid discomfort if the apparent equivalent temperature of the environment is less than the
value at B (70 ◦C but the clothed man with a heat load of only 200 W m−2 must stay in an
environment with an apparent equivalent temperature less than 28 ◦C (point F). The dashed lines
are isotherms of wet bulb-temperature.

The effect of clothing can be demonstrated on the same diagram if γ ∗ is assumed to
have the same value between the skin and the surface of the clothing as it has in the free
atmosphere and if all the radiation from the environment is assumed to be intercepted
at the surface of the clothing. Then the flux of heat from the wet skin (at an equivalent
temperature T ∗

ec) to the surface of the clothing (at T ∗
e0) is given by

M = ρcp
(
T ∗

e0 − T ∗
ec

)
/rc. (14.24)

The diffusion resistance of the clothing rc in this example is taken as 2.5 s cm−1

(equivalent to about 1 clo, Table 10.1) so the factor (ρcp/rc) is 4.8 W m−2 K−1. The line
CD drawn with this slope and starting from the point (M = 200 W m−2, T ∗

e0 = 98 ◦C)

intersects the T ∗
e axis at T ∗

ec = 56 ◦C (point D in the figure). To represent the gradient
of T ∗

e from the surface of the clothing (where H = 500 W m−2) to the ambient air, the
line EF is drawn parallel to AB. The presence of clothing decreases the equilibrium
value of T ∗

e from 70 to 27 ◦C (Point F) and, because CD is much steeper than AB,
a severe or intolerable heat stress would be imposed by a relatively small increase of
metabolic rate.

The atmospheric conditions for thermal equilibrium can be represented to a good
approximation by a wet-bulb temperature of about 25 ◦C (interpolating at point B
between the 20 ◦C and 30 ◦C isotherms of wet-bulb temperature) for the nude subject
and of about 10 ◦C for the clothed subject. The wet-bulb temperature has frequently
been used as an index of environmental temperature in human studies. Figure 14.11



270 Principles of Environmental Physics

confirms that it is a good index for a fully wetted skin provided rHR ≈ rV but it is
inappropriate when the skin temperature is below the limit for rapid sweating.

14.4.6 Heat Balance of Long Distance Runners

The thermo-neutral diagram (Figure 14.6) demonstrates that when an athlete is exercis-
ing in hot environments for long periods almost all of the heat liberated by metabolic
processes must be balanced by evaporation of sweat if the body temperature is to
remain within safe limits. Nielsen (1996) applied these principles to explore the limits
that the environment could impose on endurance competitions such as marathon run-
ning and bicycle racing. She assumed a world-class marathon runner, weight 67 kg,
surface area 1.85 m2, running at a mean speed of 5.4 m s−1 (i.e. completing a marathon
race in 2 h 10 min). The metabolic heat production associated with running is about
4 kJ (kg body weight)−1 km−1, so the runner would generate about 780 W m−2 of
heat. The range of air temperatures and humidities in which the runner could achieve
equilibrium could be investigated using apparent equivalent temperature and a heat
flux diagram as in the previous example. For simplicity we analyze the extreme case
that Neilsen considered, of a runner in an environment where air temperature and skin
temperature are 35 ◦C. In this situation, the entire heat load (metabolic heat plus net
radiation) must be dissipated by evaporation of sweat if the body temperature is to
remain stable. Equation (14.21) therefore becomes

M + Rni = λE = ρcp
(
T ∗

eo − T ∗
e

)
/rHR. (14.25)

Treating the runner as a cylinder, diameter 34 cm, and assuming a relative windspeed
of 5.4 m s−1, the boundary layer resistance to heat transfer rH is 49 s m−1 (Eq. 10.4),
and to vapor transfer is 46 s m−1 (p. 192). The resistance to radiative transfer is
170 s m−1, giving rHR = 38 s m−1. The modified psychrometer constant γ∗ =
γ (rV/rHR) = 81 Pa K−1. Assuming that air next to the skin is saturated at 35 ◦C, T ∗

eo
is 104 ◦C (p. 267). Equation (14.25) then gives T ∗

e = 79 ◦C when Rni = 0 W m−2,
and T ∗

e = 70 ◦C when Rni = 300 W m−2. When the air temperature is 35 ◦C, these
apparent equivalent temperatures cannot be reached if the relative humidity exceeds
critical values.

Figure 14.12 demonstrates that these critical values of relative humidity are about
70% when Rni = 0, and 60% when Rni = 300 W m−2. Equation (14.25) can be used
to show that the corresponding values of E are about 2.1 kg h−1 and 3.0 kg h−1.
At greater humidities, this work rate would cause life-threatening hyperthermia as the
excess heat was stored in the body and the core temperature would rise. Maximum
sweat rates of acclimated, trained athletes can reach about 3 kg h−1 for a limited time,
but are eventually limited by the inability of the gut to absorb water at more than about
1 kg h−1. These calculations demonstrate that it is impossible for even the best-trained
athlete to achieve a world-class marathon time in a hot, humid climate, and they are a
reminder of the extreme risks that less fit individuals may face when exercising in hot
weather.
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Figure 14.12 Variation of apparent equivalent temperature T ∗
e with relative humidity for a

marathon runner when air temperature is 35 ◦C (see text). The dashed lines are the solutions to
the heat balance equation when M + Rni = 780 (- - - -) and 1080 W m−2 ( . . . . . . ), giving
T ∗

e = 79 ◦C and 70 ◦C, respectively.

14.5 Problems

1. The metabolic heat production M of a cow standing in strong sunshine at air tem-
perature 22.0 ◦C is 140 W m−2. The average solar irradiance of the animal is
300 W m−2 and the effective radiative temperature of the surroundings is equal to
air temperature. The mean temperatures of the skin and coat surface are 34.0 and
31.6 ◦C, respectively, and the rates of evaporative loss from the respiratory system
and the skin surface are 4.5 × 10−3 g m−2 s−1 and 40 × 10−3 g m−2 s−1, respec-
tively. Calculate the thermal resistances of (i) the boundary layer around the cow
(rHR) and (ii) the coat (rc). If shading reduces the average solar irradiance of the
animal by two-thirds, and other environmental variables remain unchanged, calcu-
late the corresponding reduction in the rate of evaporation from the skin necessary
to maintain a steady heat balance if M remains constant.

(Assume that changes in respiratory evaporation can be neglected and that the
absorption of solar radiation occurs close to the outer surface of the coat, which has
a reflection coefficient of 0.40.)

2. A pig, trunk diameter 0.50 m, with its skin covered in wet mud at 30◦C is exposed
in still air when air temperature is 25 ◦C and relative humidity is 30%. Calculate the
resistance rv for water vapor transfer from the skin to the atmosphere, (i) ignoring
humidity gradients and (ii) taking humidity into account. Calculate the evaporative
flux of water per unit skin area. What percentage error would you have made if you
had ignored effects of humidity gradients on rv? What other factors would determine
the evaporation rate in practice?

3. Pigs wallow in wet mud to increase body cooling by evaporation. Calculate the
maximum air temperature at which a pig could maintain a state of thermal equilib-
rium (i) if the skin was completely dry and (ii) if the skin was completely covered
in wet mud. Assume the following:
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Minimum metabolic heat production rate 60 W m−2

Rate of latent heat loss by respiration 10 W m−2

Radiative heat load from the environment 240 W m−2

Skin temperature 33 ◦C
Vapor pressure of air 1.0 kPa
Combined resistance to radiative and convective heat transfer 80 s m−1

Mean resistance to conduction through mud layer 8 s m−1



15 Transient Heat Balance

In the last two chapters, it was possible to treat temperature as constant in time because,
at every point in time in the systems considered, the input of heat energy was assumed
to balance the output exactly. This state of equilibrium is rare in natural environments
except in the depths of caves and in deep water. In the habitats of most plants and ani-
mals, air temperature has a marked diurnal variation, more or less in phase with radia-
tion, with superimposed short-term fluctuations associated with changes in cloudiness
and with turbulence. In this chapter, we consider the equations which describe how
a system responds thermally to changes of external temperature, initially making the
simplifying assumption that the system itself is isothermal and contains no source of
heat. More complex cases are treated in detail by Gates (1980).

Examples are described for the three types of temperature change illustrated in
Figure 15.1: an instantaneous or “step” change; a “ramp” change at steady rate; and an
harmonic oscillation.

15.1 Time Constant

If we take first the simplest case of a system in which the latent heat exchanges are
negligible, the steady-state heat budget is simply

Rni = C = ρcp
(
T0 − T

)
/rHR, (15.1)

(a) (b) (c)

Figure 15.1 Change of surface temperature (dashed line) in response to change of environmental
temperature (full line). (a) Step change (Eq. (15.10)); τ is the time for a fractional change of
1 − e−1 or 0.63. (b) Ramp change (Eq. (15.16)); τ is the constant time lag established after
the term exp ( − t/τ) becomes negligible. (c) Harmonic oscillation for the case φ = π/4 (Eq.
(15.20)) (from Monteith (1981b)).

Principles of Environmental Physics, Fourth Edition. http://dx.doi.org/10.1016/B978-0-12-386910-4.00015-9
© 2013 Elsevier Ltd. All rights reserved.
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where Rni and C are fluxes per unit area, T0 is mean surface temperature, T is air
temperature, and rHR is the corresponding resistance for the loss of sensible heat and
long-wave radiation. Introducing an effective temperature Tf defined by Eq. (14.15), i.e.

Tf = T + {
RnirHR/ρcp

}
, (15.2)

the heat budget equation can be reduced to

T0 = Tf. (15.3)

A similar equation can be written for a system in which the rate of evaporation is
determined by a resistance rv so that the heat budget can be expressed as

Rni = C + λE = ρcp
(
T ∗

e0 − T ∗
e

)
/rHR, (15.4)

where T ∗
e is an apparent equivalent temperature (see p. 267). Equation (15.3) can now

be re-written as

T ∗
e0 = T ∗

eR, (15.5)

where

T ∗
eR = Tf + e/γ ∗. (15.6)

For simplicity, however, we shall return to Eq. (15.3) and postulate that, as a conse-
quence of an increase either in Rni or in T, Tf increases to a new value T ′

f . If the system
has a finite heat capacity, T0 will not instantaneously increase to T ′

f but will approach
it at a rate depending on the physical properties of the system. If the heat capacity per
unit area of the system is C (J m−2 K−1), heat will be stored at a rate C∂T0/∂t so that
the heat budget equation becomes

Rni = C + C∂T0/∂t . (15.7)

Substituting C from Eq. (15.1) and Rni from (15.2) in Eq. (15.7) leads to

∂T0/∂t = (
T ′

f − T0
)
/τ , (15.8)

where τ , known as the “time constant” of the system because it has dimensions of
time, is given by

τ = CrHR/
(
ρcp

)
. (15.9)

In vegetation, the heat capacity per unit volume ranges from about 1 MJ m−3 K−1

in the heartwood of red pine to 2–3 MJ m−3 K−1 for organs such as leaves and fruits
consisting mainly of water (which has a heat capacity of 4.2 MJ m−3 K−1). Heat
capacity per unit surface area can be estimated from the ratio of surface area to volume.
Corresponding time constants are of the order of a few seconds for small leaves, a few
minutes for large leaves, and several hours for the trunks of trees (Monteith, 1981b).
Values reported for animals range from about 9 min for a cockroach (Buatois and Croze,
1978), 0.5 h for a shrew, 2 h for a large Cardinal bird, and 330 h for a sheep (Gates,
1980).
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15.2 General Cases

15.2.1 Step Change

When the effective temperature changes instantaneously from Tf to T ′
f , the boundary

conditions for the solution of Eq. (15.8) are

T0 = Tf, t = 0,

T0 = T ′
f , t = ∞

and the solution is

T0 = T ′
f − (

T ′
f − Tf

)
exp

(−t/τ
)
. (15.10)

Figure 15.1a plots Eq. (15.10), showing how the temperature increases expo-
nentially toward the assymptote T ′

f . After adjusting for a time t = τ , T ′
f − T0 =(

T ′
f − Tf

)
exp

(−1
) = 0.37

(
T ′

f − Tf
)
. Thus the fractional adjustment of temperature

after one time constant is 1 − 0.37 = 0.63.

15.2.1.1 Examples

Leaves
Linacre (1972) measured the mean temperature of vine leaves which he covered with
vaseline to stop transpiration and then suddenly shaded or unshaded to produce a step
change of Rni and therefore of C. In one set of Linacre’s measurements the mean value of
τ was 20 s and the value of C/ρcp was 720 (J m−2 K−1)/1200 (J m−3 K−1) = 0.6 m.
The corresponding resistance was rHR = τρcp/C = 33 s m−1.

Figure 15.2 illustrates a similar experiment with a pepper leaf (Gates, 1980).

Figure 15.2 Heating and cooling of a pepper leaf in sun and shade. (Redrawn by Gates (1980)
from an example by Ansari and Loomis.)
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Linacre also measured time constants for leaves sprayed with water. Analysis of this
case can proceed by replacing T by the equivalent temperature T +e/γ , assuming that
resistances for heat and vapor transfer through the leaf boundary layer are the same
when the leaf surface is wet. For a dry and transpiring leaf with rV > rH (rV ≈ rH +rs)
it would be possible to determine by trial the value of γ ∗ needed to obtain the same
time constant as for a non-transpiring leaf, and the stomatal resistance could then be
calculated as

rV − rH = rH
(
γ ∗/γ − 1

)
. (15.11)

Animals
Grigg et al. (1979) exposed specimens of the Eastern Water Dragon to step changes
of temperature and measured time constants (for heating) which increased from about
4 to 8 min as body mass increased from 140 to 590 g. In conflict with elementary theory,
the time constant for cooling was longer by about 30%, a difference that they accounted
for by a more realistic model in which an isothermal body core is surrounded by an
insulating layer.

The theory which describes the response of an organism to step changes of tem-
perature is particularly relevant to the thermal regime of an animal which “shuttles”
between a cool and a hot microclimate in order to obtain food. Bakken and Gates (1975)
and Porter et al. (1973) have explored the thermal implications of shuttling by lizards
in the desert. Willmer et al. (2005) provided a comprehensive review of how animals
adapt through behavior and physiology to extreme environments.

Streams
Increases in the water temperature of streams occur when removal of trees and shrubs
shading the stream increases radiation loads. As a stream enters a cleared area from
a dense forest there is a step change in net radiation. Such change may influence fish
habitat because fish survival, growth, and reproduction are all influenced by water
temperature (Fagerlund et al., 1995). Sinokrot and Stefan (1993) estimated that the
time constant of streams was about 40 h m−1 of water depth, indicating that water
temperatures do not adjust rapidly to a step change in energy input. Brown (1969)
compared the heat balance components of small streams shaded by Douglas fir forest,
and running through a clearcut area. The maximum rate of temperature increase in water
traveling through the clearcut area was about 9 ◦C h−1, whereas stream temperature in
the shaded reach increased by less than 1 ◦C h−1. If a stream is treated for simplicity
as a uniform, well-mixed flow of constant cross section and velocity V , and turbulent
dispersion in the downstream direction x is ignored, the heat transport equation is

∂T

∂t
= −V

∂T

∂x
+ Sa + Sb

ρwcpd
, (15.12)

where T is water temperature, d is stream depth, Sa and Sb are the rates of transfer into
the stream water of heat exchanged across the upper and lower interfaces (with the atmo-
sphere and stream bed, respectively), and ρwcp is the volumetric heat capacity of water.
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The heat budget at the stream-atmosphere interface is

Rna = Ca + λE + Sa (15.13)

and at the water-stream bed interface is

Rnb = Sb + G, (15.14)

where Rn and C are net radiation and sensible heat fluxes at the upper (a) and lower (b)
interfaces, respectively, λE is the latent heat flux to the atmosphere, and G is the heat
flux conducted into the stream bed. In a shallow, clear stream, reflection at the surface
and absorption of short-wave radiation by the water are small (absorption of total
solar radiation in clear water is about 4% per meter depth), so net radiative absorption
directly by the stream is unlikely to differ much from the net long-wave radiation,
typically around −100 W m−2 under cloudless sky and about zero under a tree canopy.
Brown (1969) reported that Ca and λE were small terms in a forest environment, but
they may be large, and in opposing directions when unshaded streams run through hot
dry landscapes. The rate of solar radiation absorption at the stream bed may be large,
depending on the clarity of the stream and the short-wave reflection coefficient of the
stream bed material. Brown (1969) and Sinokrot and Stefan (1993) found that the rate of
conduction G of heat into the bedrock of shallow, clear streams was an important term
in the energy budget. A step change in radiation is therefore the driving term influencing
the temperature response of a stream emerging from or entering shade, but the relative
importance of the terms G and Sb in Eq. (15.14), that are likely to strongly influence
the rate of increase of stream temperature, must depend on the thermal conductivity of
the stream bed and the boundary layer resistance at the bedrock-water interface. The
heat budget of streams is a topic that more environmental physicists should consider
dipping into.

15.2.2 Ramp Change

When the rate of change of air temperature (or effective temperature) is α, so that the
temperature at time t is

T (t) = T (0) + αt (15.15)

the solution of Eq. (15.8) is

T0
(
t
) = T (0) + αt − ατ

{
1 − exp

(−t/τ
)}

(15.16)

and, by differentiation, the heating rate is

∂T0/∂t = α
{
1 − exp

(−t/τ
)}

. (15.17)

This equation shows that the rate of heating of the system is zero initially, increasing
to α when t/τ is large (see Figure 15.1b). When t/τ exceeds 3, the exponential term
is less than 0.05 and can therefore be neglected. Equation (15.16) then becomes

T0
(
t
) = T

(
0
) + α

(
t − τ

)
(15.18)
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Figure 15.3 Idealized representation of the increase of air temperature (T ), dew-point temper-
ature (Td), and pod temperature (T0) when the dew-point depression is D at sunrise (t = 0).
Condensation begins at t1 and stops at t2. For other symbols, see text (from Monteith and Butler,
1979).

showing that the system heats at the same rate as its environment but with a time lag
of τ and therefore with a temperature lag of αT .

Equation (15.16) was used to investigate the phenomenon of condensation on cocoa
pods in Bahia, Brazil, occurring after sunrise as a consequence of thermal inertia (Mon-
teith and Butler, 1979). The pods are ellipsoids, weighing up to 1 kg, with a major axis
about 15 cm long, and grow directly from the stems and branches of the cacoa tree.
In humid weather, the increase in pod temperature after dawn is initially much slower
than the increase in air temperature (1.5–2.5 K h−1), and pod surface temperature can
therefore fall below the dew point of the air which increases at about 1–2 K h−1. Con-
densation then begins and continues until the temperature of the pod surface eventually
rises above the dew point, after which the film of dew evaporates (Figure 15.3). Values
of τ determined experimentally ranged from 0.5 to 1.5 h depending on pod size and
windspeed.

By calculating the rate of condensation from the heat balance of a pod, it was possible
to show that the mean thickness of the wet layer would often be between 10 and 20 µm,
persisting for several hours. The existence of such a layer may play an important role
in the germination of zoospores of the Black Pod fungus responsible for large losses
of cocoa pod yield in some areas.

The same type of condensation must often occur on the trunks of trees but is rarely
visible because of the rough nature of the surface. Unsworth et al. (2004) observed
that air in an old-growth Douglas fir forest canopy became saturated on summer morn-
ings shortly after sunrise, and speculated that condensation on tree trunks could be an
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important factor for bark-dwelling organisms (lichens, mosses, and insects) in the dry
summers of the Pacific Northwest.

15.2.3 Harmonic Change

A harmonic change of air temperature has the form

T = T + A sin 2π t/P, (15.19)

where T is a mean temperature and T oscillates between T + A and T − A (see Figure
15.1) with a period P , expressed in the same units as time. For an isothermal system
whose surface temperature is governed by Eq. (15.8), the solution of the equation is

T0 = T + A′ sin
{(

2π t/P
) − φ

}
, (15.20)

where the amplitude of the surface temperature is

A′ = A cos φ (15.21)

and φ, known as a “phase lag,” has a value of

φ = tan−1 (
2πτ/P

)
. (15.22)

In the natural environment, the diurnal change of temperature, though not a true sine
wave, may be treated as sinusoidal to demonstrate principles. For P = 24 h, φ is often
small, and A′ ≈ A. However, the value of τ may be several hours for tree trunks or large
fruit, leading to large phase lags (Eq. 15.22). In such cases, it is unrealistic to assume
that the system is isothermal, and although simple theory may give an approximate
solution for conditions at the surface, it is not appropriate elsewhere. Herrington (1969)
solved more complex equations for the radial flow of heat in a tree trunk and compared
predictions with measurements in a pine tree. For the trunk surface temperature, A′/A
was about 0.75 compared with 0.63 from Eq. (15.21) but, at the center of the trunk,
A′/A was much larger than the estimated value.

15.3 Heat Flow in Soil

The vertical flow of heat in soil provides a relevant and very important example of
how a transient heat balance can be established in a system where temperature is a
function of position as well as changing harmonically with time. As an introduction
to the subject, the dependence of soil thermal properties on water content and mineral
composition will be considered before deriving the appropriate differential equation
for a soil in which thermal properties are assumed to be uniform with depth. In practice,
soil thermal properties are seldom constant with depth; more complex analysis may be
found in soil physics texts listed in the Bibliography.
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15.3.1 Soil Thermal Properties

By use of the symbol ρ for density and c for specific heat, the solid, liquid, and gaseous
components of soil can be distinguished by subscripts s, l, and g. If the volume fraction
x of each component is expressed per unit volume of bulk soil

xs + xl + xg = 1. (15.23)

For a completely dry soil (xl = 0), xg is the space occupied by pores. In many dry
sandy and clay soils xg is between 0.3 and 0.4 and it increases with organic matter
content, reaching 0.8 in peaty soils.

The density of a soil ρ′ is found by adding the mass of each component, i.e.

ρ′ = ρsxs + ρlxl + ρgxg =
∑(

ρx
)
. (15.24)

Because ρg for the soil atmosphere is much smaller than ρs or ρl, the term ρgxg can
be neglected. When ρs and xs are constant, soil bulk density increases linearly with
the liquid fraction xl, but, in a soil which swells when it is wetted (typical of soils
containing more than about 10% clay), the relation is not strictly linear.

The volumetric specific heat, also termed the volumetric heat capacity (J m−3 K−1),
is the product of density ρ′ (kg m−3) and specific heat c′(J kg−1 K−1). It can be found
by adding the heat capacity of soil components to give

ρ′c′ = ρscsxs + ρlclxl + ρgcgxg =
∑ (

ρcx
)

(15.25)

and this quantity increases linearly with water content in a non-swelling soil. The
specific heat of a soil with multiple components is therefore

c′ =
∑

ρcx
/ ∑

ρx . (15.26)

Thermal properties of soil constituents and of three representative soils are listed in
Table 15.1. Quartz and clay minerals, which are the main solid components of sandy
and clay soils, have similar densities and bulk specific heats. Organic matter has about
half the density of quartz but about twice the specific heat. As a result, most soils have
volumetric specific heats between 2.0 and 2.5 MJ m−3 K−1. As the specific heat of
water is 4.18 MJ m−3 K−1, the heat capacity of a dry soil increases substantially when
it is saturated with water.

The dependence of thermal conductivity k′ (W m−1 K−1) on water content is more
complex. The thermal conductivity of a very dry soil may increase by an order of
magnitude when a small amount of water is added because relatively large amounts
of heat can flow through the soil by the evaporation and condensation of water in
the pores. For a clay soil, for example, k′ may increase from 0.3 to 1.8 Wm−1 K−1

when x1 increases from zero to 0.2. With a further increase of x1, from 0.2 to 0.4, the
corresponding increase of k′ is much smaller because the diffusion of vapor becomes
increasingly restricted as more and more pores are filled with water. The conductivity
of very wet soils is therefore almost independent of water content.
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Table 15.1 Thermal Properties of Soils and Their Components (after van Wijk and de Vries, 1963).
Density ρ

(106g m−3)
Specific heat c
(J g−1 K−1)

Thermal conductivity
k′ (W m−1 K−1)

Thermal diffusivity
κ ′ (10−6 m2 s−1)

(a) Soil components
Quartz 2.66 0.80 8.80 4.18
Clay minerals 2.65 0.90 2.92 1.22
Organic matter 1.30 1.92 0.25 0.10
Water 1.00 4.18 0.57 0.14
Air (20 ◦C) 1.20 × 10−3 1.01 0.025 20.50

(b) Soils
Water content xl

Sandy soil (40% pore space) 0.0 1.60 0.80 0.30 0.24
0.2 1.80 1.18 1.80 0.85
0.4 2.00 1.48 2.20 0.74

Clay soil (40% pore space) 0.0 1.60 0.89 0.25 0.18
0.2 1.80 1.25 1.18 0.53
0.4 2.00 1.55 1.58 0.51

Peat soil (80% pore space) 0.0 0.26 1.92 0.06 0.10
0.4 0.66 3.30 0.29 0.13
0.8 1.06 3.65 0.50 0.12
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When water is added to a very dry soil, k′ increases more rapidly than ρ′c′ initially so
that the thermal diffusivity κ ′ = k′/ρ′c′ also increases with water content. In a very wet
soil, however, the increase of k′ with water content is much less rapid than the increase
of ρ′c′ so that κ ′ decreases with water content. Between these two regimes, κ ′ reaches
its maximum at a point where an increase of water content is responsible for equal
fractional increases of κ ′ and ρ′c′. Table 15.1 shows that sandy soils tend to have larger
thermal diffusivities than other soil types because quartz has a much larger thermal
conductivity than clay minerals. Peat soils have the smallest diffusivities because the
conductivity of organic matter is relatively small.

15.3.2 Formal Analysis of Heat Flow

At a depth z below the soil surface, the downward flux of heat can be written

G(z) = −k′(z)(∂T /∂z). (15.27)

(The negative sign on the right-hand side of this equation is a convention that ensures
that G is positive when temperature declines as depth increases.) In any thin layer of
thickness 
z, say, the difference between the flux entering the layer at level z and
leaving at z + 
z is G(z) − G(z + 
z) or, in the notation of calculus, 
z(∂G(z)/∂z).
The sign of this quantity determines whether there is net gain of flux or “convergence”
in the layer producing a local increase of soil temperature, or a net loss of flux or
“divergence” producing a fall in temperature. In general, the rate at which the heat
content of the layer changes can be written ∂(ρ′c′T 
z)/∂t and this quantity must be
equal to the change of flux with depth, i.e.

∂G(z)

∂z

z = ∂

∂z

(
−k′ ∂T

∂z

)

z = −∂

(
ρ′c′T

)
∂t


z. (15.28)

For the special case in which the physical properties of the soil are constant with depth,
the equation of heat conduction (15.28) reduces to

∂T

∂t
= κ ′ ∂2T

∂z2 . (15.29)

Figure 15.4 is a graphical demonstration of this equation in terms of a prescribed
temperature profile in a soil with constant diffusivity. The first derivative shows that
the temperature gradient is negative near the surface, so the heat flux into the soil,
G, is positive (from Eq. (15.27)); at mid-depths the gradient is positive and the soil
heat flux is upwards; and at depth the flux is zero because the temperature is constant
with depth. The second derivative shows zones where the soil is warming (∂2T /∂z2

positive), cooling, and at constant temperature with respect to time.
Figure 15.5 shows the observed change of temperature beneath a bare soil surface and

beneath a crop. Observed changes of temperature at different depths can be compared
with the changes predicted from temperature gradients.
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Figure 15.4 Imaginary temperature gradient in soil (left-hand curve), and the corresponding

first and second differentials of temperature with respect to depth, i.e. ∂2T /∂z2. The second
differential is proportional to the rate of temperature change ∂T /∂t .

Figure 15.5 Diurnal change of soil temperature measured below a bare soil surface and below
potatoes (from van Eimern, 1964).

In most soils, composition, water content, and compaction (density) change with
depth, and in cultivated soils substantial changes often occur near the surface. Pre-
cise measurements of the bulk density and thermal conductivity of soils are therefore
difficult to acquire in situ, though recent instrumentation (e.g. a thermal needle probe
(Decagon Devices)) allows simpler conductivity measurements (Bristow et al. (1994)).
The theory of heat transfer in soils has been used to determine average thermal proper-
ties from an observed temperature regime as well as for predicting daily and seasonal
changes of soil temperature. In most analyses, κ ′ is assumed independent of depth but
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McCulloch and Penman (1956) derived a solution of Eq. (15.29) when κ ′ was a linear
function of depth.

If temperature at depth z and time t is T (z, t), the boundary condition which
describes an harmonic oscillation of temperature at the surface about a mean value
T can be written as

T (0, t) = T + A(0) sin ωt, (15.30)

where A(0) is the temperature amplitude at the surface and ω = 2π/P (P is the period)
is the angular frequency of the oscillation, i.e. for daily cycles ω = (2π/24) h−1 and
for annual cycles ω = (2π/365) d−1.

The solution of Eq. (15.29) satisfying this boundary condition is

T (z, t) = T + A(z) sin (ωt − z/D), (15.31)

where the amplitude at depth z is

A(z) = A(0) exp (−z/D) (15.32)

and D is a depth defined by

D = (2κ ′/ω)0.5. (15.33)

Several important features of conduction in soils can be related to the value of D as
follows:

i. at a depth z = D (often called the “damping depth”), Eq. (15.32) shows that the
amplitude of the temperature wave is exp(−1) or 0.37 times the amplitude at the
surface. Similar calculations can be made for two and three times the damping depth,
providing a useful indication of the depth to which the daily or annual temperature
wave can be detected in a soil;

ii. the position of any fixed point on a temperature wave is specified by a fixed value of
the phase angle (ωt − z/D) in Eq. (15.31), e.g. the maximum temperature occurs
when the phase angle is π/2 , and the minimum is when the phase angle is −π/2.
Differentiation of the simple equation ωt − z/D = constant gives ∂z/∂t = ωD and
this is the velocity with which temperature maxima and minima appear to move
downwards into the soil;

iii. at a depth z = π D, the phase angle (ωt − z/D) is π less than the phase angle
at the surface, i.e. the temperature wave is exactly out of phase with the wave at
the surface (Eq. (15.31)). When the surface temperature reaches a maximum, the
temperature at depth π D reaches a minimum and vice versa;

iv. by differentiating Eq. (15.31) with respect to z and putting z = 0, it can be shown
that the heat flux (Eq. (15.27)) at the surface at time t is

G(0, t) =
√

2A(0)k′ sin (ωt + π/4)

D
. (15.34)

The maximum heat flux is
√

2A
(
0
)

k′/D which is the flow of heat that would be
maintained through a slab of soil with thickness

√
2D if one face were maintained
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Figure 15.6 Change of damping depth and related quantities for three soils over a wide range
of water contents. Left-hand axes refer to a daily and right-hand axes to an annual cycle (data
from van Wijk and de Vries, 1963).

at the maximum and the other at the minimum temperature of the surface (i.e.
a temperature difference of A(0)). The quantity

√
2D can therefore be regarded

as an effective depth for heat flow. (Note that the flux reaches a maximum π/4
or one-eighth of a cycle before the temperature, i.e. 3 h for the diurnal wave and
1.5 months for the annual wave);

v. the amount of heat flowing into the soil during one half cycle is found by integrating
G(0, t) from ωt = −π/4 to +3π/4 and is

√
2Dρ′c′ A(0). This is the amount of heat

needed to raise through A(0) degrees Kelvin a layer of soil equal to the effective
depth

√
2D.

Values of D for three types of soil are plotted in Figure 15.6 for daily and annual
cycles and as a function of volumetric water content. In sandy and clay soils, D increases
rapidly when xl increases from 0.0 to 0.1, reaching values between 12 and 18 cm for
the daily cycle. For the peat soil, D lies between 3 and 5 cm over the whole range of
water content, consistent with the slow heating or cooling of organic soil in response
to changes of radiation or of air temperature (see (v) above). Corresponding values for
the out-of-phase depth π D, the effective depth

√
2D, and the rate of penetration of the

temperature wave ωD can be read from the appropriate axes.
Figure 15.7 shows the type of record from which a damping depth and heat fluxes

can be estimated. From the range of the temperature waves at 2.5 and 30 cm, it can
be shown (using Eq. (15.32)) that the surface amplitude A(0) was about 20 K. The
value of D is 10 cm giving κ ′ = 0.36 × 10−6 m2 s−1 from Eq. (15.33) and, as the soil
was a sandy loam, these values imply that it was very dry (see Figure 15.6 and Table
15.1). The volumetric heat capacity for a dry sandy soil is about 1.6 MJ m−3 K−1 and
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Figure 15.7 Diurnal course of temperature at three depths in a sandy loam beneath a bare
uncultivated surface; Griffith, New South Wales, 17–19 January, 1939 (from Deacon, 1969).

the thermal conductivity k′ = κ ′ρ′c′ would therefore be about 0.6 W m−1 K−1. If
the effective depth is taken as 14 cm (

√
2D), the maximum heat flux into the soil is√

2 × 20 × 0.6/0.1 = 170 W m−2 (see (iv) above), and the amount of heat stored in
the soil during a half cycle (see (v) above) is

√
2Dρ′c′ A

(
0
) = 4.6 MJ m−2.

In this analysis, the surface amplitude A(0) has been treated as the independent
variable in the system. In practice, A(0) depends on the heat balance of the soil surface
and on the relative thermal properties of soil and atmosphere. To compare the behavior
of different soils exposed to the same weather, it is necessary to begin by calculating the
amplitude of the heat flux. The surface amplitude and the soil temperature distribution
can then be derived as a function of D. Campbell (1985) published programs for sim-
ulating heat and mass transfer in soils. In practice, because density, water content, and
thermal properties vary with depth in soils, it is usually easier to measure temperature
and soil heat flux directly than to rely on calculations based on an idealized model of
a uniform soil.

15.3.3 Modification of Soil Thermal Regimes

Many biological processes depend on soil temperature: the metabolism and behavior of
microorganisms and many invertebrates; the germination of seeds and extension of root
systems; shoot extension of seedlings. Because it is difficult to observe the behavior of
an undisturbed root system or of the fauna and flora in a natural soil, relatively little is
known about responses of soil-dwelling animals to changes of soil temperature or about
the behavioral significance of soil temperature gradients. Agronomists, horticulturists,
and foresters have developed many empirical methods of modifying the thermal regime
of soils to help the establishment and growth of crops and trees. Their methods include
mulching soils with layers of organic matter in the form of peat or straw to reduce heat
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losses in winter, covering peat soils with a layer of sand to inhibit evaporation and to
reduce the risk of frost at the soil-air interface; irrigating dry soils in spring to increase
conductivity and reduce frost risks; covering the soil with polythene sheets to increase
soil surface temperature in spring; and the use of black or white powders to raise or
lower the temperature of the surface by changing its reflectivity.

Apart from direct intervention by man, the temperature regime of any soil is pro-
foundly modified by the growth of vegetation because the surface becomes increasingly
shaded as the canopy develops. The presence of shade reduces soil heat fluxes, reducing
the maximum and increasing the minimum temperature at any soil depth, and there is
usually a small decrease in average soil temperature. Although this effect is well doc-
umented, many implications for root and rhizosphere activity remain to be explored.

15.4 Problems

1. Calculate the time constant at 20 ◦C for (i) a leaf with surface area 50 cm2 and
thickness 1 mm and (ii) an apple, treated as a sphere with diameter 10 cm. Assume
that the heat capacity per unit volume of both organs is 3.0 MJ m−3 K−1.

2. A stream, 1 m deep, traveling at 0.3 ms−1, emerges from a forest and flows for
1 km through a clear-cut area. On a day of bright sunshine, the stream temperature
increased by 0.5 ◦C as it traveled through the clear-cut area. Estimate the rate
(W m−2 per unit surface area of the stream) at which heat was being stored in the
stream water. What are likely sources of this energy?

3. A soil consists of solid material (60% clay, 40% sand) and the pore space is 35%.
Given that the thermal conductivity of the dry soil is 0.30 W m−1 K−1, and of the
wet soil is 1.60 W m−1 K−1, find

i. The density and specific heat of (a) completely dry soil and (b) saturated soil.
ii. The thermal diffusivity and damping depth of soils in conditions (a) and (b).

4. A dry soil has density 1.60 Mg m−3, specific heat 0.90 J g−1 K−1, thermal con-
ductivity 0.30 W m−1 K−1, and thermal diffusivity 0.22 × 10−6 m2 s−1. Plot a
graph of the diurnal temperature wave at the surface and at D assuming that the
surface amplitude of the wave was 10 ◦C.

5. An oven-dry clay soil has a volumetric specific heat of 1.28 MJ m−3 K−1. When
the soil is saturated with water, the volumetric specific heat is 2.96 MJ m−3 K−1.
Estimate (i) the fractional pore space in the dry soil, (ii) the volumetric specific heat
of the solid material.

6. On a clear night when windspeed was very low the following temperatures were
measured in a soil with thermal conductivity 1.50 W m−1 K−1:

Depth (mm) 10 20 50
Temperature (◦C) −2.2 −1.4 1.0

Assuming that the net loss of radiant energy was equal to the soil heat flux, calculate
the incoming long-wave irradiance, stating any assumptions you make.



16 Micrometeorology
(i) Turbulent Transfer, Profiles, and Fluxes

The physical principles governing the transfer of radiant energy, momentum, and mass
in the atmosphere converge in the subject known as “micrometeorology” which may
be defined as the study of weather on the scale of plants, including trees, and animals,
including Man. This branch of environmental physics has progressed rapidly since the
early 1960s with the advent of new instrumentation coupled to powerful systems for
recording and processing field measurements.

Three major fields where micrometeorology is used can be distinguished for the
purposes of definition, but they interact strongly.

1. Hydrology: In a given environment, how fast does vegetation lose water? How does
the rate depend on air, soil, and plant factors and how can it be minimized in crop
management?

2. Physiology: In a given environment, how fast does vegetation gain and lose carbon
in the form of carbon dioxide; how do these rates depend on atmospheric, soil, and
plant factors; how can the net gain be maximized in agriculture and in managed
forests; and how will the rates vary with climate warming and increasing carbon
dioxide concentrations in the air?

3. Ecology: What factors determine the regimes of temperature, humidity, wind, and
carbon dioxide to which all organisms respond and what part do they play in deter-
mining rates of growth and development? How does the microclimate of leaves and
soil determine rates of reproduction and activity for plants and animals covering a
wide range of scales and diverse physiological responses?

Theme 1 has received much attention and has reached a stage where rates at which
crops and forests transpire can be estimated from appropriate sets of environmental
factors (see Chapter 13). Theme 2 was first tackled in the 1960s for agricultural crops.
Short-term agricultural studies are numerous but there are fewer season-long studies
of growth and carbon dioxide exchange (e.g. Biscoe et al., 1975b) and even fewer
multi-annual studies (e.g. Suyker and Verma, 2012). Since the mid-1990s, compara-
ble measurements have been made in forests, particularly to evaluate their potential
for absorbing a significant fraction of the carbon dioxide released by human activ-
ity. Availability of multi-year flux measurements at forest sites has allowed inves-
tigation of the atmospheric, biological, and soil system controls of carbon dioxide
exchange over hourly to decadal time scales (Urbanski et al., 2007). Studies of some
micrometeorological aspects of Theme 3 stalled when it became clear that analy-
sis of in-canopy transfer confined to vertical gradients of entities was inadequate.
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New measurement methods are now available, and theoretical understanding has
improved (e.g. McNaughton and van den Hurk, 1995; Raupach, 1989a,b; Katul and
Albertson, 1999). Studies of the environmental physics of leaf-dwelling insects and the
dispersal of plant pathogens have also received attention recently (e.g. Fitt et al., 2006)
but there is scope for more work on this important topic.

This chapter deals primarily with the theory and methods needed to attack Themes 1
and 2; the interpretation of turbulent exchange measurements above and within canopies
is considered in Chapter 17.

16.1 Turbulent Transfer

16.1.1 Boundary Layer Development

In laminar flow, the movement of material is predictable, and this results in the devel-
opment of a boundary layer with well-defined profiles of velocity, concentration, and
temperature (see p. 135). In contrast, turbulent flow is unpredictable both spatially and
temporally. However, just as the depth of a laminar boundary layer above a flat plate
increases with distance from the leading edge (p. 136), the depth of a turbulent bound-
ary layer can be related to the “fetch” or distance of traverse x across a uniformly rough
surface which generates turbulence by shear at the surface. Figure 16.1 illustrates the
cross-section of a level field of a crop such as wheat adjacent to a level field of short
grass or bare soil. Because the rougher surface of the crop exerts more drag than the
grass, air is decelerated as it moves from the smoother to the rougher surface. The
boundary layer that develops over the smoother surface is disturbed by the change in
roughness so that a layer of modified flow develops. The characteristics of the flow

Figure 16.1 Development of a new equilibrium boundary layer when air moves from a relatively
smooth to a rougher surface. The ratio of the vertical to the horizontal scale is about 20:1. The
broken line is the boundary between unmodified flow in which the vertical momentum flux is τG

and modified flow in which the flux is between τG and τW. The flux is τW below the height δ.



Micrometeorology 291

within it are intermediate between those of the contrasting surfaces. As the flow pro-
ceeds over the rough surface, a new equilibrium profile of depth δ develops, in which
fluxes are characteristic of the rough surface. The depth δ can be related empirically to
the fetch x .

Munro and Oke (1975) studied the development in depth δ of the new equilibrium
wind profile following a change of roughness and they concluded that the commonly
quoted fetch ratios (x : δ) in the range 100:1–200:1 were too large. Gash (1986) mea-
sured turbulent fluxes of momentum for an extreme transition from heathland (ca.
0.25 m high) to forest (ca. 10 m high). For the heath/forest transition the flux measured
3.5 m over the forest appeared to reach equilibrium at about 120 m from the forest edge.
The height of the zero plane displacement (z0) was about 7.5 m, giving x/δ ≈ 20 for
this case; for the forest/heath transition the value of x/δ was about 70 when equilibrium
was reached, larger than for the reverse case because the smoother heath generated less
turbulence.

Within the new boundary layer, provided that the flow is fully turbulent and hor-
izontally homogeneous, fluxes are constant with height. However, very close to the
roughness elements of the crop, the turbulent structure and homogeneity are disturbed
by wakes that the elements generate, thus establishing a roughness sublayer (Raupach
and Legg, 1984). Within this sublayer, the boundary layer structure depends on fac-
tors such as the distribution and structure of foliage elements and inter-plant spacing
(Figure 16.2). Above the roughness sublayer is the inertial sublayer, within which
fluxes are constant with height and the structure of the boundary layer depends only
on scales such as friction velocity (p. 299) and height. Usually, the constant flux layer

Figure 16.2 The constant flux layer and its sublayers. The depth δ is about 15% of the surface
boundary layer.
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constitutes only about the lowest 15% of the entire layer in which flow is influenced
by the nature of the surface.

It is within the inertial sublayer that micrometeorological measurements can most
readily be interpreted to deduce fluxes from turbulence measurements or profiles. The
height zl above the ground of the lower limit of the inertial sublayer is typically about
1.3–1.5 of the canopy height (but varies with aerodynamic roughness and canopy
structure (Garratt, 1980)). For example, zl would be typically 20–25 m for a managed
forest plantation about 15 m high, and 3–3.5 m for a canopy of maize about 2.3 m
high. Implications of taking measurements closer to the canopy, i.e. in the roughness
sublayer, are discussed on p. 310.

16.1.2 Properties of Turbulence

Turbulent three-dimensional motion transforms mechanical energy to internal energy
(heat) through a cascade of rotating eddies of diminishing size. Maintaining this tur-
bulence requires the supply of energy. Scales of time and length in turbulence extend
over many orders of magnitude. In the inertial sublayer near the surface of bare soil or
above vegetation, for example, eddies have time scales varying from about 10−3–104 s,
and spatial scales from 10−3 to 104 m (Kaimal and Finnigan, 1994). Within canopies,
turbulence is enhanced by wakes of leaves and stems, as discussed later.

The unpredictable nature of turbulent motion can be analyzed in two ways. One
employs statistical analysis. In the other, simplified descriptions of turbulent motion
are used to deduce empirical relationships between fluxes and mean vertical gradients.
The following treatment begins with the more fundamental statistical approach known
as “eddy covariance.”

16.1.3 Eddy Covariance

16.1.3.1 Reynolds Averaging

Reynolds introduced the idea of “decomposing” a time series of turbulent fluctuations
into the sum of a mean parameter value (typically averaged over about 30 min) and
random fluctuations. This type of “Reynolds averaging” is useful only when the aver-
aged quantities do not change significantly with time, so that the mean value of the
fluctuating component over the averaging time is zero. In such cases the atmospheric
conditions are termed stationary. Thus, at any instant (t), for a wind velocity with com-
ponents u, v, and w measured in right-handed Cartesian coordinates along mean wind
direction (x), cross-wind (y), and vertically (z) respectively,

u(t) = u + u′(t),
v(t) = v + v′(t), (16.1)

w(t) = w + w′(t),

where u, v, and w are mean values of the velocity components over a long enough time
to ensure that the mean values u′ = v′ = w′ = 0. Similarly, fluctuations of a scalar
entity s (for example, temperature, gas concentration, or humidity) may be expressed
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Figure 16.3 Fluctuations in vertical windspeed, temperature, humidity, and carbon dioxide con-
centration measured over a pine forest in Oregon. (Data courtesy of Dean Vickers and Larry
Mahrt.)

as the sum of a mean value and a turbulent fluctuation, i.e.

s(t) = s + s′(t). (16.2)

Figure 16.3 shows typical fluctuations of vertical windspeed, temperature, specific
humidity, and CO2 concentration measured over a forest.

16.1.3.2 Eddy Transfer

The principles of transfer by eddies acting as “carriers” were discussed in Chapter 3.
This section focuses on the principles underlying the eddy covariance (or eddy cor-
relation) method applied to expanses of vegetation that are uniform, extensive, and
horizontal. Sakai et al. (2001), Finnigan et al. (2003) and Finnigan (2004) extended the
analysis to complex terrain and heterogeneous vegetation.

The eddy covariance method relies on measurements of the fluctuating components
of wind within inertial sublayer (constant flux region) of the surface boundary layer,
and of the associated fluctuations in temperature, humidity, or gas concentration. For an
extensive horizontal surface, the mean wind direction at any height within the constant
flux layer is horizontal, but, at an observation point, instantaneous values may be in any
direction and generally have a vertical component that may be toward or away from
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the surface. The mean net vertical flux of dry air (density ρa) must be zero if the mean
mass below the observation point is to be constant, so that

ρaw = ρa w + ρ′
aw

′ = 0. (16.3)

Rearranging Eq. (16.3) shows that the mean vertical velocity w is not zero, but is given
by

w = −ρ′
aw

′/ρa. (16.4)

Consider now the vertical transport of a substance S, assumed to be a minor constituent
of the atmosphere so that its presence does not significantly change the air density ρ,
which, recognizing that water vapor may make a significant contribution to the density
of moist air, can be written

ρ � ρa + ρv, (16.5)

where the subscripts denote dry air and water vapor, respectively.
For there to be net transport of S by vertical eddies there must be fluctuations

of S that are correlated to some extent with the fluctuations in vertical velocity w.
A flux of S from the surface arises when, on average, eddies moving away from the
surface contain air with a higher concentration of S than the time average, and those
moving toward the surface contain lower than average concentrations.

At any instant, the flux F(t) at a point of observation above the surface is

F(t) = ρs(t)w(t), (16.6)

where ρs is the density of S in air. The average vertical flux density is the time average
of F(t), i.e. F = ρsw. Figure 16.4 illustrates a typical measurement arrangement over
a forest. Assuming that the forest is uniform and horizontal, there are no net horizontal
fluxes of S in the measuring volume. Provided that the measurements are made in the
inertial sublayer, and if there is no storage of S in the volume, the vertical flux ρsw at
the top of the volume is identical to the total flux of S arising from the forest and soil
surface.

Using Reynolds averaging,

F = (ρs + ρ′
s)(w + w′)

= ρs w + ρ′
sw

′ + ρ′
sw + ρsw′.

(16.7)

The last two terms in Eq. (16.7) are zero because they include the time average of the
fluctuations ρ′

s and w′. The first term is sometimes taken as zero, arguing that w is
zero, in which case the equation reduces to F = ρ′

sw
′, i.e. the flux is given by the time

average of the eddy covariance term. However, Eq. (16.4) shows that it is generally
incorrect to assume that w = 0, hence

F = ρs w + ρ′
sw

′. (16.8)

The analysis in the following text box explores some of the implications of this
conclusion.
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Figure 16.4 Flux relationships in and above a uniform, horizontal forest. The coordinate axes are
aligned with the mean wind vector, which is parallel to the ground. In the absence of horizontal
advection and storage in the sample volume, the vertical flux measured by instruments on the
tower above the forest is identical to the flux from the soil and vegetation (after Finnigan et al.,
2003).

By writing the time average of Eq. (16.6) as F = ρwqs, where qs = ρs/ρ (the
specific concentration, analogous to the specific humidity (p. 14)), and expressing
mean values of the quantities as ρw and qs, and their fluctuations as (ρw)′ and q ′

s,
it follows that

F = (ρw + (ρw)′)(qs + q ′
s)

= ρw qs + ρwq ′
s + (ρw)′qs + (ρw)′q ′

s. (16.9)

The final term on the right-hand side of Eq. (16.9) is the eddy covariance or
eddy flux. The second and third terms are zero because fluctuations associated
with mean values can make no net transport over the averaging interval. The first
term is not zero, since it is the vertical flux of dry air ρaw not ρw that is zero
(see Eq. (16.3)). However, using Eqs. (16.3) and (16.5) gives ρw = ρvw = E,
where E is the evaporation rate, demonstrating that F calculated from Eq. (16.9) is
determined not only by fluctuations of the property S, but also by the water vapor
flux. A similar argument can be used to show that a correction is also needed
because the sensible heat flux is associated with density fluctuations.

As an alternative to Eq. (16.8), the flux F can be expressed in pure eddy covari-
ance form (with no remaining terms for mean flow) by the introduction of the mix-
ing ratio rs = ρs/ρa, i.e. the mass of substance per unit mass of dry air, using the
constraint of Eq. (16.3). Thus, F = ρawrs = ρaw rs+(ρaw)′r ′

s, and since ρaw = 0,
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F = (ρaw)′r ′
s. (16.10)

Although elegant, Eq. (16.10) is not practical, since (ρaw)′ is not readily measur-
able, but it can be shown, as follows, that the pure covariance of w′ with r ′

s gives
a close approximation to F.

From the definition of rs, we see that, for small fluctuations of rs,
δrs = (∂rs/∂ρs)δρs + (∂rs/∂ρa)δρa. Hence, by differentiation of rs = ρs/ρa,
recognizing that small fluctuations may be regarded as identical to the δ terms,

r ′
s = (1/ρa)ρ

′
s − (ρs/ρa

2)ρ′
a.

Hence,

w′r ′
s = (1/ρa)ρ′

sw
′ − (ρs/ρa

2)ρ′
aw

′. (16.11)

Rearranging Eq. (16.11) and substituting from Eq. (16.4) yields

ρaw′r ′
s = ρ′

sw
′ + ρs w. (16.12)

The right-hand side of this equation is the flux F (Eq. (16.8)), hence Eq. (16.12)
shows that

F = ρaw′r ′
s. (16.13)

Thus the flux of a gas can be determined in principle by two methods: from the
covariance of the density of the gas and the vertical velocity (Eq. (16.8)), but in this
case corrections are needed for other simultaneous fluxes that influence air density; or
directly from the covariance of the mixing ratio of the gas and the vertical velocity
(Eq. (16.13)).

Using the principles described in the above text box, Webb et al. (1980) were the first
to point out that trace gas fluxes determined from measurements of density fluctuations
require corrections arising from simultaneous heat and water vapor fluxes. This work
is generally referred to as the WPL (Webb, Pearman and Leuning) theory, and has been
greatly influential in the successful application of the eddy covariance method to the
flux measurement of trace gases (Lee and Massman, 2011). Qualitatively the WPL
density correction theory can be understood as follows. Parcels of air that are moister
than average are also less dense than average (because the density of water vapor is
less than the density of dry air, p. 15). If the water vapor flux is upwards, then rising
parcels of air are on average moister and less dense than descending parcels. Since there
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must be zero mean vertical mass flow of air, it follows that there must exist a small
mean upward velocity component (see Eq. (16.4)). Thus, when the flux of a substance
S is measured using fluctuations of the density of S and of vertical windspeed w about
their means S and w, the contribution to the flux of S associated with w is missed,
and a correction term having the same sign as the water vapor flux must be added to
the measured flux. A similar argument applies to heat fluxes, where the magnitude of
the correction is often much larger. It will be shown later that the magnitude of these
correction terms may be very important when measuring fluxes of trace gases such as
carbon dioxide and atmospheric pollutants by the eddy covariance method.

Equation (16.13) shows that F could be measured directly by calculating the covari-
ance of w′ and r ′

s if detectors for windspeed and mixing ratio with sufficiently fast
responses were available. Application of Eq. (16.8) requires rapid measurments of
vertical windspeed and gas density, along with simultaneous measurements of sensible
and latent heat fluxes for corrections. In both cases the covarying signals must be sam-
pled sufficiently rapidly and averaged over time to detect the full range of eddies in
the turbulent flow. Sonic anemometers provide suitably fast responses for w′ but most
fast-response gas analyzers (e.g. open-path infra-red gas analyzers for CO2 or water
vapor) measure density rather than mixing ratio, so equations similar to Eq. (16.8) must
generally be used for eddy covariance calculations, and WPL corrections are applied for
density variations caused by heat and water vapor fluxes. Some researchers have avoided
the need for density corrections by drawing air through tubes into closed-path infra-red
gas analyzers so that the measurements of density are made at constant pressure and
temperature (e.g. Goulden et al., 1996) and/or drying the air before gas concentra-
tion measurement (e.g. Miller et al., (2010) in measuring marine CO2 exchange), but in
these cases corrections are necessary for signal loss and distortion in the sampling tube.
Leuning and Judd (1996) discussed the relative merits of open- versus closed-path gas
analyzers for eddy covariance studies, and Lee and Massman (2011) reviewed recent
experimental and theoretical advances.

The necessary response time of the sensors used for eddy covariance measurements
depends on the range of eddy sizes that carry the flux. Eddy sizes grow with height
over the surface (see Figure 16.9) and increase with increasing surface roughness and
windspeed. Consequently sensors capable of detecting fluctuations between 0.1 and
10 Hz would often be adequate for use several meters above a rough forest canopy,
whereas a frequency response of 0.001 Hz might be needed for eddy flux measurements
close to a smooth surface. Examples of fluxes measured by the eddy covariance method
are given in the next chapter. Leuning et al. (1982), Goulden et al. (1996), Finnigan et
al. (2003), Baldocchi (2003), and Gash and Dolman (2003) describe further practical
and theoretical aspects of the method.

The eddy covariance method can be applied to measure fluxes of any scalars for
which fast sensors exist. When fast sensors are not available, a technique known as
Relaxed Eddy Accumulation may be used (Guenther et al., 1996; Bowling et al., 1999).
In this technique, air is sampled into separate reservoirs from upward- and downward-
moving eddies at rates proportional to the vertical velocity. Analysis of the concentra-
tion difference between the reservoirs using relatively slow response analyzers allows
the flux to be determined.
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16.2 Flux-Gradient Methods

An alternative way of measuring fluxes by micrometeorological methods uses empirical
relations between fluxes and mean gradients of quantities measured in the inertial
sublayer. The empirical relations are a simplified description of the complexities of
turbulence. The gradients are averaged over periods long enough to include the time
scales of eddies responsible for transporting the flux, typically 15–30 min when the
atmosphere is in neutral stability. The flux-gradient method was commonly used to
measure gas and water vapor exchange over canopies before fast-response sensors
for eddy covariance became widely available. It is still a useful low-cost and robust
alternative method.

In Chapter 3 a general equation was derived for the vertical transfer of entities in a
gas by “carriers” that could be molecules or eddies. For turbulent transport, by analogy
with Eq. (3.2), it was stated that the flux F of an entity S was given by

F = −ρwls(drs/dz),

where ρ is the density of the gas, rs is the mixing ratio of S, and ls is the “mixing
length” for S. The quantity wls is called the “turbulent transfer coefficient” (or the eddy
diffusivity) KS, so that

F = −ρKS
drs

dz
. (16.14)

Equation (16.14) will be used to develop empirical equations relating fluxes of momen-
tum, heat, water vapor, and mass to their respective gradients.

16.2.1 Profiles

The variation of the potential of an entity with height above or within a crop canopy,
averaged over a period of about 15 min or more, is called the profile of that entity.
With sufficiently precise instrumentation, profiles of windspeed, temperature, and gas
concentrations can be measured. Figure 16.5 shows some idealized profiles represen-
tative of a cereal crop growing to a height of h = 1 m with most of its green foliage
between h/2 and h. The shape of the profiles above the canopy is determined partly by
the turbulent eddies which are produced by the drag of the crop elements on the wind
blowing over it and partly by the fluxes to the crop. In Chapter 3 it was shown that in
laminar boundary layers the transfer of momentum, mass, and heat was determined
by gradients of potential (profiles) and by diffusivities associated with molecular agi-
tation. In the turbulent boundary layers above crops the same principles apply, but the
diffusivities are associated with turbulent eddies as defined above. The size of turbu-
lent eddies decreases as the surface is approached until finally the eddies merge with
molecular agitation. Consequently eddy diffusivities vary with height in the surface
boundary layer, in contrast to molecular diffusivities that are constant in the laminar
boundary layer. The change of eddy size with height, and the dependence of turbulent
mixing on windspeed cause the shapes of profiles to be influenced both by windspeed
and by the surface properties that generate turbulence.
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Figure 16.5 Idealized profiles of net radiation (Rn), horizontal windspeed (u), air temperature
(T ), vapor pressure (e), and CO2 concentration (c) in a field crop growing to a height h plotted
as a function of z/h. The pecked wind profiles represent an extrapolation of the logarithmic
relation between u and (z − d) above the canopy (see pp. 302–303).

16.2.2 Momentum Transfer

Equation (16.13) demonstrates that the vertical flux of an entity S transported by tur-
bulence depends on the mean value of the product ρw′r ′

s. When the entity is horizontal
momentum, r ′

s becomes the fluctuation of the horizontal velocity u′, and the vertical
flux of horizontal momentum is given by ρu′w′. Provided that the vertical flux is con-
stant with height, this quantity can be identified as the horizontal force per unit ground
area, known as the shearing stress (τ ), i.e.

τ = ρu′w′. (16.15)

Writing ρ as the mean value of air density, the ratio (τ/ρ)1/2 has the dimensions
[velocity] and is called the friction velocity u∗. Consequently, it follows that u2∗ = u′w′,
showing that the friction velocity is a measure of mean eddy velocities.

By comparison with Eq. (16.14), the shearing stress may also be written as

τ = ρKM
∂u

∂z
, (16.16)

where KM is a turbulent transfer coefficient for momentum with dimensions L2T−1.
From experience, both windspeed and turbulent mixing increase with height, and a
simple similarity argument will now be used to obtain the functional relations.

The simplest assumption for the height dependence of K is

KM = az, (16.17)
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where a is a quantity with the dimensions of velocity. Similarly, the simplest assumption
for the wind gradient is

du/dz = b/z, (16.18)

where b is a second constant with dimensions of velocity. Putting Eqs. (16.17) and
(16.18) in Eq. (16.16) gives

τ = ρab, (16.19)

implying that ab = u2∗. Furthermore, because a and b are both velocities, Eq. (16.19))
implies that

a = ku∗ and b = u∗/k,

where k is a constant. Substitution in Eqs. (16.17)–(16.19) now gives

KM = ku∗z, (16.20)

and

du/dz = u∗/(kz), (16.21)

τ = ρu2∗. (16.22)

Integration of Eq. (16.21) between the limits z0 and z yields

u = (u∗/k) ln (z/z0), (16.23)

where z0 is a constant termed the roughness length, such that u = 0 when z = z0. This
does not imply that the real windspeed is zero at height z0, because the assumptions
made in deriving Eq. (16.23) may fail near the boundary, so the limit u = 0 should be
regarded as a mathematical convenience.

Equation (16.23) is the logarithmic wind-profile equation, which is found to be valid
over many types of uniform surface provided that the following conditions are satisfied:

1. The surface is uniform, extensive, and horizontal.
2. Turbulence is generated only by shear stress at the surface (i.e. not by convection

or upwind obstructions).
3. Measurements are made in the equilibrium boundary layer associated with the sur-

face (i.e. the part of the inertial sublayer where the shearing stress is constant with
height).

4. The windspeed is averaged over a sufficiently long time interval to include all scales
of eddies contributing to the eddy flux.

Measurements confirm that k is a constant—the von Karman constant, named after
a famous aerodynamicist—and it is usually assigned a value of 0.41, as determined by
experiment.

For rough surfaces such as tall crops and forest, the ground surface is not an appro-
priate reference level to express height in the equilibrium boundary layer. The reference
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level is then displaced upwards by an amount d called the zero plane displacement.
This convention assumes that the distribution of shearing stress over the elements of
the canopy is aerodynamically equivalent to the imposition of the entire stress at height
d. Depending on the canopy structure, d is expected to lie between the actual ground
surface and the height h of the top of the canopy. When height z is measured from the
ground surface, Eqs. (16.21) and (16.23) can be written in more general form as

∂u/∂z = u∗/[k(z − d)] (16.24)

or u = (u∗/k)ln {(z − d)/z0} (16.25)

and Eq. (16.20) becomes

KM = ku∗(z − d). (16.26)

These equations are valid in the air above the surface elements, where the assump-
tion that shearing stress is independent of height is satisfied. Because of the absorp-
tion of momentum below the tops of the elements, Eq. (16.25) is not valid within
the canopy, nor is it valid in the roughness sublayer immediately above tall aerody-
namically rough vegetation (Figure 16.2) where the relation between flux and gradient
defined by Eq. (16.16) breaks down. Within a canopy, windspeed may be larger than pre-
dicted by extrapolating measurements above the canopy using the logarithmic equation.
In stands that have less foliage near the ground than at higher levels—forests for
example—windspeed may increase toward the soil surface because the movement
of air in that region is impeded mainly by stems of trunks that offer relatively little
obstruction to airflow.

It is nevertheless possible to use Eq. (16.25) to obtain an extrapolated theoretical
value of u which tends to zero at a height given by z = z0 + d. To recap, d is an
equivalent height for the absorption of momentum (a “center of pressure”) and (d + z0)

is an equivalent height for zero windspeed. In general, the shape of the wind profile
above tall crops and forests implies that the absorption of momentum by the surface of
the ground is trivial compared with absorption by the vegetation.

Stanhill (1969) found that the average value of d for a range of primarily agricultural
vegetation was close to 0.63 of the mean vegetation height h. Table 16.1, derived from
a summary by Campbell and Norman (1998), provides characteristic values of z0 for a
wide range of surfaces.

To demonstrate the relation between windspeed and height for contrasting surfaces,
Figure 16.6 illustrates profiles over short grass (d = 7.0 mm, z0 = 1.0 mm) and
a moderately tall crop (d = 0.95 m, z0 = 0.20 m) when the windspeed at 4 m is
3 m s−1. Figure 16.7 shows the equivalent logarithmic plots of u as a function of
ln (z − d). Because height appears (by convention) on the vertical axis, the slope is
k/u∗, giving values of u∗ = 0.15 and 0.46 m s−1 for the grass and crop, respectively:
τ = 0.027 and 0.25 N m−2: and 0.25 and 0.58 m2 s−1 for the transfer coefficient KM
at a height of 4 m.

When windspeed is measured over heights much larger than d (or in other situations
where d is negligible), this type of analysis requires determination of values u1 and u2
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Table 16.1 Characteristic values of Roughness Length, z0, for a range of natural surfaces (from
Campbell and Norman, 1998)

Type of surface z0 (m)

Ice 0.001
Open water 0.002–0.006
Bare soil (untilled) 0.005–0.020
(tilled) 0.002–0.006
Grass 0.01 m high 0.001
0.1 m high 0.023
0.5 m high 0.05–0.07
Wheat 1 m high 0.10–0.16
Coniferous forest 1.0

Figure 16.6 Profiles of mean horizontal windspeed over short grass and a moderately tall crop

when windspeed at 4 m above the ground is 3 m s−1. The filled circles represent hypothetical
measurements from sets of anemometers.

at a minimum of two heights z1 and z2 so u∗ can be eliminated initially to give

ln z0 = (u2 ln z1 − u1 ln z2)/(u2 − u1). (16.27)

When the value of d is significant, at least three heights are needed so that both u∗ and
z0 can be eliminated initially to give

u1 − u2

u1 − u3
= ln (z1 − d) − ln (z2 − d)

ln (z1 − d) − ln (z3 − d)
. (16.28)

This equation allows d to be found either by iteration or graphically by plotting the
right-hand side as a function of d.



Micrometeorology 303

Figure 16.7 Relationships between windspeed and ln (z−d) for the wind profiles in Figure 16.6.

16.2.2.1 Behavior of z0 and d with Vegetation Height and Structure

The dependence of z0 and d on the height and structure of roughness elements has been
examined both experimentally and theoretically. Lettau (1969) analyzed the classic
experimental studies of Kutzbach, where the roughness over a frozen lake was modified
with large arrays of “bushel baskets,” concluding that z0 increased proportionally to
obstacle height and the ratio of silhouette area to plot area. Shaw and Pereira (1982)
found that attempts to explain the exchange of momentum within canopies in terms of
traditional mixing-length models were unsatisfactory, and they developed second-order
equations for turbulent mixing. In their numerical model, leaf area index was replaced
by a plant area index (P) and the area per unit height was assumed to increase linearly
with height from zero at the top of the canopy to a maximum at a height zm, below
which it decreased linearly to the surface. By assuming a uniform drag coefficicent cd
within the canopy, and by computing wind profiles, they were able to predict how z0/h
and d/h should depend on the parameter cd P .

As cd P increased, the ratio d/h also increased, and for representative values of
cd = 0.5 and zm/h = 0.5, d/h was between 0.5 and 0.7, consistent with field expe-
rience. The dependence of z0/h on cd P was more complex, as shown in Figure 16.8.
When there were relatively few roughness elements per unit ground area (i.e. cd P was
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Figure 16.8 Normalized roughness length as a function of cd P (and against P assuming that
cd = 0.2). Curves are labeled according to the height at which foliage density reaches a maximum
(from Shaw and Pereira, 1982).

small), any increase in the number of elements increased the drag but had relatively
little effect on d, so z0/h increased. With a further increase of P , however, a point was
reached where an increase in the area of roughness elements tending to increase drag
was offset by an increase in the height of the zero plane which reduced the effective
depth of the canopy for momentum exchange. Beyond this point, z0/h decreased as
cd P increased (Figure 16.8).

As a corollary, when vegetation is sparse, drag is greatest when most plant material
is near the top of the canopy (z0/h large), but dense vegetation is least rough when
z0/h is large because the canopy then presents a relatively smooth surface to the air
passing over it. Below the point of maximum roughness, the value of z0/h predicted by
the model is approximately 0.29(1 − d/h), consistent with measurements, but above
the maximum, z0/h depends on cd P and on zm/h as well as on d/h.

Combining field evidence with predictions from the model, when the maximum
density of foliage is approximately at half the height of the canopy, z0/h is expected to
be between 0.08 and 0.12 and d/h between 0.6 and 0.7. However, both ratios depend
to some extent on windspeed, and for flexible stands of cereals there are many reports
that the ratios decrease with windspeed as a consequence of three factors working in
the same direction:
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i. decrease in the drag coefficient of individual leaves at a fixed angle to the wind
(Figure 9.5);

ii. decrease in the drag coefficient of leaves which move into a more streamlined
position;

iii. decrease in the drag coefficient of the whole canopy as stems bend.

Legg et al. (1981) found that small changes of d/h and z/h with windspeed were not
statistically significant for field beans but, for potatoes at the beginning of the season,
d/h decreased with increasing windspeed.

Over surfaces such as sand and water, the force exerted by wind can detach sand
grains or water droplets which carry momentum upwards into a thin layer of air imme-
diately above the surface before falling back again. In a classic study of the movement
of sand in the desert (saltation—from the Latin “jumping”, see Chapter 12), Bagnold
(1941) proposed that the initial vertical velocity of a detached sand grain should be
proportional to the friction velocity u∗, a measure of the mean vertical velocity of
eddies (p. 299). A grain moving upwards with an initial velocity u∗ will come to rest
at a height u2∗/g where g is the gravitational acceleration. It can therefore be argued on
dimensional grounds that the depth z0 of the roughness layer within which horizontal
momentum is absorbed should be proportional to u2∗/g. Chamberlain (1983) pointed
out that the relation

z0 = 0.016u2∗/g (16.29)

appears to be valid for sand, snow, and sea surfaces.

16.2.3 Aerodynamic Resistance

Equation (16.16), which expresses momentum flux in terms of the gradient of horizontal
momentum per unit volume, can be rewritten in the general form of Ohm’s Law by
introducing an aerodynamic resistance to momentum transfer raM between heights z1
and z2 where windspeeds are u1 and u2.Then if

τ = ρ(u2 − u1)/raM (16.30)

and since τ = ρu2∗, the resistance can be evaluated as

raM = (u2 − u1)/u2∗ = ln {(z2 − d)/(z1 − d)} /ku∗. (16.31)

The resistance to momentum transfer between a single height where the windspeed is
u(z) and the level d + z0 where the extrapolated value of u is zero can be written in
several equivalent forms, e.g.

raM = (u(z) − 0)

u2∗
= ln {(z − d)/z0}

ku∗
= ln {(z − d)/z0}2

k2u(z)
. (16.32)

These resistance equations, like all others in the chapter, apply to momentum transfer
in neutral stability, i.e. when the change in temperature with height is equal to the
adiabatic lapse rate (p. 9). A discussion of the more general non-adiabatic cases follows
discussion of fluxes of other entities in neutral conditions.
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16.2.4 Fluxes of Heat, Water Vapor, and Mass

By analogy with Eq. (16.16), flux-gradient equations in neutral stability can be written
for heat, water vapor, and mass concentrations, to give

C = −KH/[∂(ρcpT )/∂z],
E = −KV/(∂χ/∂z), (16.33)

F = −KS/(∂s/∂z).

The negative signs in Eqs. (16.33) follow the convention that fluxes of heat and mass are
positive in an upward direction, so for example, the sensible heat flux C is positive when
temperature decreases with increasing height. In neutral conditions, eddies transport
all entities equally effectively, so KH = KV = KS = KM. This similarity in transfer
coefficients is basic to the Similarity theory developed by Monin-Obhukov. Equations
(16.16) and (16.33) provide the basis of the aerodynamic method for measuring fluxes
(p. 311).

16.2.4.1 Profiles and Stability

A simple interpretation of the relation between the shape of the mean wind profile,
turbulence, and stability is illustrated in Figure 16.9. In neutral stability (Figure 16.9a)
the eddy structure can be envisaged as a set of circular eddies with diameters increasing
with height and given by the mixing length l = kz, rotating with tangential speed equal
to the friction velocity u∗, i.e.

u′ = w′ = u∗ = l∂u/∂z,

where w′ and u′ represent the vertical and horizontal velocity fluctuations, respectively
(Thom, 1975).

In unstable (lapse) conditions, which occur when the surface is strongly heated,
vertical motion is enhanced by buoyancy. The amount of enhancement increases as the
wind shear (depending on viscosity) decreases, and this is illustrated in Figure 16.9b,
where the eddies are progressively stretched vertically at heights where the influence
of viscosity is insignificant. Thus w′ exceeds u′, where u′ is still given by l∂u/∂z, but
l is greater than kz.

Conversely, in stable conditions (inversion), for example on a clear night with
light winds, vertical eddy velocities are damped and so (Figure 16.9c) w′ < u′, with
u′ = l∂u/∂z but l < kz. In conditons of strong stability, turbulence becomes sporadic
(Mahrt, 2010) and the flux relations developed here are no longer valid.

The qualititative effect of stability on the shape of the wind profiles is apparent in
Figure 16.9a–c and is summarized in semi-logarithmic form in Figure 16.9d.

In each of the examples in Figure 16.9 the momentum flux transmitted to the surface
is assumed the same, and so u∗ is constant. Since, by differentiating Eq. (16.25),

u∗ = k∂u/∂[ln(z − d)],
this requires the gradient of each profile at the lowest levels to be the same. As height
increases, velocity gradients become smaller in unstable conditions and larger in stable
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Figure 16.9 Windspeed profiles and simplified eddy structures characteristic of the three basic
stability states in air flow near the ground (from Thom, 1975).

conditions than those for the neutral case (Figure 16.9d). The differential wind profile
(Eq. (16.24)) can therefore be written in generalized form as

∂u

∂z
= u∗

k(z − d)
�M, (16.34)

where �M is a dimensionless stability function with a value of unity in neutral stability
and larger or smaller than unity in stable or unstable conditions respectively.

Using the relation between momentum flux and gradient

τ = ρu2∗ = KM∂(ρu)/∂z,

it can be readily shown that

KM = ku∗(z − d)�−1
M . (16.35)

Stability functions can be defined for other entities by

KH = ku∗(z − d)�−1
H (16.36)
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and similarly for �V and �S. Further details about the influence of stability on flux-
gradient relationships are in the following text box.

The relations between KM, KH, KV, and KS (or equivalent functions �M,�H,
etc.) have been a source of considerable argument in micrometeorology. In neutral
stability, all entities are transported equally effectively, all profiles are logarithmic
in the constant flux layer, �M = �H = �V = �S = 1, and KM = KH =
KV = KS. In unstable conditions KH exceeds KM because there is preferential
upward transport of heat. Measurements (reviewed by Dyer (1974)) support the
view that KH = KV = KS in unstable conditions. In slightly to moderately
stable conditions, Dyer inferred that KM = KH = KV, but as stability increases
turbulence is increasingly damped, and the concepts underlying similarity theory
become invalid (Mahrt, 2010).

The dependence of the functions � on stability is generally expressed as a
function of parameters that depend on the ratio of the production of energy by
buoyancy forces to the dissipation of energy by mechanical turbulence. The two
best established parameters are the gradient Richardson number Ri, calculated
from gradients of temperature and windspeed, and the Monin-Obukhov length L
which is a function of fluxes of heat and momentum. In symbols

Ri = (gT −1∂T /∂z)/(∂u/∂z)2 (16.37)

and

L = −ρcpT u3∗
kgC

, (16.38)

where T is temperature (K), g is gravitational acceleration, and C is sensible heat
flux. Positive Richardson numbers correspond to stable conditions and negative
numbers signify unstable conditions.

NOTE: When measurements are made over rough surfaces where gradients are
small, or at heights of more than a few meters over any vegetated surface, it is
important to allow for the decrease in temperature with height that arises from
adiabatic expansion when a parcel of air rises, i.e. the dry adiabatic lapse rate �

which is approximately −0.01 K m−1 (see Chapter 2). Temperature T in Eqs.
(16.37) and (16.38) (and in other heat flux equations elsewhere in this chapter)
should be replaced by potential temperature θ = T −�z, and temperature gradient
∂T /∂z by ∂θ/∂z = (∂T /∂z)−�. In a neutral atmosphere θ is constant with height.

From the definitions of Ri and L it can be shown that the two parameters are
related by

(z − d)/L = (�2
M/�H)Ri. (16.39)
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i. Unstable Conditions
In unstable conditions, Dyer and Hicks (1970) concluded that

�2
M = �H = �V = [1 − 16(z − d)/L]−0.5, (16.40)

i.e.

�2
M = �H = �V = (1 − 16Ri)−0.5 for Ri < −0.1. (16.41)

For slightly unstable conditions when 16(z − d)/L is only slightly less than
zero, Eq. (16.40) can be written as

�M � [1 + 4(z − d)/L].

ii. Stable Conditions
From measurements in stable and slightly unstable conditions, Webb (1970)

deduced the empirical relation

�M = �H = �V = [1 + 5(z − d)/L], (16.42)

i.e.

�M = �H = �V = (1 − 5Ri)−1 (16.43)

for −0.1 � Ri � 1
As �V/�H = KH/KV (from Eq. (16.36)), equality of �V and �H in both

stability states implies that turbulent exchanges of water and heat are always similar
to each other, and presumably also to any other entity entrained in the atmosphere.

For correcting flux measurements, it will be seen later (pp. 312–313) that it is
useful to define the product (�V�M)−1 ≡ (�H�M)−1 = F where F is called a
generalized stability factor (Thom, 1975). From Eqs. (16.41) and (16.43)

F = (1 − 5Ri)2 − 0.1 � Ri � 1 (16.44)

and

F = (1 − 16Ri)0.75 Ri < −0.1. (16.45)

Figure 16.10 shows these relationships plotted against Ri on a logarithmic scale.
When −0.01 < Ri < +0.01, F is within 10% of unity, and this range is often

taken to define “fully forced” convection. As Ri approaches +0.2, F tends to
zero and turbulent exchange is completely inhibited. When Ri is less than −1, it
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Figure 16.10 The “stability factor” F plotted logarithmically against the Richardson number
Ri. Fluxes calculated in non-neutral conditions, using profile-gradient equations valid for neutral
conditions, must be multiplied by F . The curves for stable and unstable conditions are calculated
from Eqs. (16.44) and (16.45), respectively (from Thom, 1975).

is generally assumed that “free” convection dominates and the value of F then
exceeds 8.

The relations shown in Figure 16.10 were all derived from measurements over
extensive, and relatively smooth, flat surfaces such as short grass, and at heights
where (z − d)/z0 was generally 102–103, i.e. the measurements were well above
the division between the roughness sublayer and the inertial sublayer. Several
studies over aerodynamically rough surfaces (forests and scrub) have suggested
that, in unstable and neutral conditions, values of F measured with (z − d)/z0 in
the range 10–50 were up to twice the values in Figure 16.10 (Garratt, 1978; Thom
et al., 1975). The causes of the discrepancy seem to be the wakes generated by
the roughness elements, and thermals rising between the elements, e.g. between
the trees in a forest (Raupach, 1995). In stable conditions the discrepancy appears
much less. Such problems arise when measurements are made in the roughness
sublayer rather than the inertial sublayer, but it is often difficult to satisfy the
strict fetch requirements over tall, rough vegetation canopies. The uncertainties
associated with stability corrections are some of the main disadvantages of the
flux-gradient measurement method.
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16.3 Methods for Indirect Measurements of Flux
Above Canopies

It was shown earlier that eddy covariance provides a method for direct measurements of
turbulent fluxes of entities between vegetation canopies and the atmosphere. There are
two indirect methods for deducing fluxes from measurements taken in the constant flux
layer above extensive canopies. The indirect methods rely on the measurement of mean
potentials and their gradients in the atmosphere, and they are usually referred to as the
“aerodynamic method” and “Bowen ratio method” (Ira Bowen was an American whose
main career was in astrophysics, but whose early theoretical work on heat and water
vapor transfer underpins energy balance analysis in micrometeorology. The Bowen
ratio was named by the meteorologist Harald Sverdrup.) Although, with the advent of
commercially available eddy covariance sensors, the indirect “gradient” methods are
less commonly applied than previously, they can be valuable because they require less
sophisticated instrumentation and can be used for entities for which fast detectors are
not available.

16.3.1 Aerodynamic Method

This method relies on the existence of relations between fluxes and gradients of the
form described earlier (Eqs. (16.16) and (16.33))

τ = KMρ∂u/∂z,
C = −KH/[∂(ρcpT )/∂z],
E = −KV/(∂χ/∂z),
F = −KS/(∂s/∂z).

The similarity hypothesis states that, in neutral stability,

KM = KH = KV = KS.

Consequently,

−ρcp∂T /∂z

C
= ρ∂u/∂z

τ
. (16.46)

Similar equalities may be written between E and C or F and τ . By rearranging
Eq. (16.46) and setting τ = ρu2∗ it can be shown that

C = −cp(∂T /∂u)τ

= −ρcp(∂T /∂u)u2∗
(16.47)

and it follows that

E = −(∂χ/∂u)u2∗ (16.48)

and

F = −(∂S/∂u)u2∗. (16.49)
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In neutral stability, u∗ can be estimated from the wind profile alone, and so the aero-
dynamic method requires only two sets of profiles: temperatures or concentrations of
water vapor or gas are measured at a series of heights above the crop, and windspeed is
measured at identical heights. The friction velocity is found from the wind profile, and
the gradient ∂T /∂u is found by plotting values of T against u (similarly for χ or S).
Flux is then calculated from Eq. (16.47) (or Eqs. (16.48) and (16.49)).

If a fast-response anemometer is available, a hybrid eddy covariance/aerodynamic
method may be used, replacing u2∗ in Eqs. (16.47)–(16.49) with the measured value
u′w′, thus avoiding the empiricism of wind-profile analysis.

An alternative way of applying the aerodynamic method eliminates u∗ by differen-
tiating the wind-profile equation so that

∂u

∂[ln (z − d)] = u∗
k

.

Substituting in Eq. (16.47) for u∗ gives

C = −ρcpk2 ∂u

∂[ln (z − d)]
∂T

∂[ln (z − d)] . (16.50)

The minimum number of heights over which the gradients may be determined is two.
If the heights are distinguished by subscripts 1 and 2, Eq. (16.50) becomes

C = ρcpk2 (u1 − u2)(T2 − T1)

{ln[(z2 − d)/(z1 − d)]}2 . (16.51)

Similar equations can be written for E and S.
An equation of this form was first derived to calculate water vapor transfer by

Thornthwaite and Holzman (1942) and has been used in many subsequent studies of
transfer in the turbulent boundary layer. Its main defect is the dependence on wind and
temperature (or humidity or mass) at two heights only, so that the estimate of flux is
sensitive to the error in a single instrument or to local irregularities of the site. More
accurate estimates of flux can therefore be obtained by using Eqs. (16.47)–(16.49) with
temperature and windspeed measured at four or more heights than from Eq. (16.51)
with only two heights.

16.3.1.1 The Aerodynamic Method in Non-Neutral Stability

In non-neutral conditions it is necessary to know profiles of u and T to estimate
u∗ from wind profile analysis (though it could still be measured directly by eddy
covariance), and equality of KM, KH, KV, and KS cannot be assumed. It can be
shown that Eq. (16.51) takes the generalized form

C = ρcpk2 (u1 − u2)(T2 − T1)

{ln[(z2 − d)/(z1 − d)]}2 (�H�M)−1, (16.52)
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where (�H�M)−1 is the stability factor F defined earlier. Similar equations may
be written for E and F. Equation (16.52) may then be evaluated using Eqs. (16.44)
or (16.45).

An alternative approach (Biscoe et al., 1975b), avoiding the errors inherent in
“two point” profiles, makes use of Webb’s (1970) relation for near-neutral and
stable conditions (i.e. −0.03 < (z − d)/L < +1) as given in Eq. (16.42).

This equation allows three steps to be taken. First, equality of �M and �H
means that the profiles of windspeed and temperature have the same shape, so a
plot of temperature versus windspeed will give a straight line with slope ∂T /∂u.
Second, �M is a linear function of (z −d)/L, and so Eq. (16.34) can be integrated
to give the wind profile equation

u = (u∗/k){ln[(z − d)/z0] + 5(z − d − z0)/L}. (16.53)

Third, because C = −ρcp(∂T /∂u)u2∗, the Monin-Obukhov length (Eq. (16.38))

may be written L = u∗T /[kg(∂T /∂u)] and so Eq. (16.53) may be written

uc = (u∗/k) ln[(z − d)/z0], (16.54)

where

uc = u − [5(z − d − z0)(∂T /∂u)gT −1].
Equation (16.54) can be used to find u∗/k as the slope of the straight line defined
by plotting uc against ln(z − d). When u∗ is known,

C = −ρcp(∂T /∂u)u2∗.

Similar expressions can be used to find fluxes of water vapor and other enti-
ties in stable and slightly unstable conditions. Paulson (1970) derived pro-
file equations for the more complicated case when the atmosphere is more
unstable.

[NOTE: It was stressed on p. 308 that temperatures and temperature gradients in
flux equations should strictly be replaced by potential temperatures and potential
temperature gradients. Furthermore, humidity should be expressed as mixing ratio
r (mass per unit mass of dry air) because E is strictly proportional to ∂r/∂z, and
r is conserved when pressure changes with height. The specific humidity q (mass
per unit mass of moist air) is also conserved, and is often used in meteorological
literature, but, as discussed on pp. 296–297, Webb et al. (1980) showed that r is
strictly the correct ratio for flux calculations because it defines fluxes in a coordinate
system fixed relative to the surface (i.e. there is no net vertical flux of dry air).
However, for consistency with earlier chapters, and because the errors involved
are usually small, temperature and vapor pressure are retained in this analysis and
that which follows.]
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16.3.2 Bowen Ratio Method

The Bowen ratio method for flux measurement is derived from the energy balance of
the underlying surface, which can be rewritten in the form

λE = Rn − G
1 + β

, (16.55)

where β is the Bowen ratio C/λE. Measurements of the net radiation (Rn) and soil heat
flux (G) are needed to establish (Rn − G), and β may be found from measurements of
temperature and vapor pressure at a series of heights within the constant flux layer as
follows.

Assuming that the transfer coefficients K of heat and water vapor and other scalar
entities are equal (valid in all stabilities, and hence omitting the subscripts H, V and S
for brevity), it can be shown that

β = C/λE = γ ∂T /∂e (16.56)

and ∂T /∂e is found by plotting the temperature at each height against vapor pressure
at the same height. Then λE is given by Eq. (16.55), and C = βλE.

The Bowen ratio method can be generalized by writing the heat balance equation as

Rn − G = C + λE = −Kρcp(∂T /∂z) − Kρcpγ
−1∂e/∂z

= −Kρcp(∂Te/∂z)
, (16.57)

where Te is the equivalent temperature T + (e/γ ). The Bowen ratio Eq. (16.56) is
derived from Eq. (16.57) by writing Te = T + (e/γ ).

By writing the sensible heat flux as C = −Kρcp(∂T /∂z) with Eq. (16.57)

C
Rn − G

= −Kρcp(∂T /∂z)

−Kρcp(∂Te/∂z)
= ∂T

∂Te
,

i.e.

C = (Rn − G)(∂T /∂Te)

and similarly by forming expressions equating the latent heat flux λE to
−Kρcpγ

−1∂e/∂z and the flux F of any other gas to −K∂S/∂z, it can be shown that,
combining each expression in turn

λE = (Rn − G)(∂e/∂Te)γ
−1,

F = (Rn − G)(∂S/∂Te)(ρcp)
−1.

The aerodynamic and Bowen ratio methods of flux determinations are usually applied
to potentials which have been averaged for periods of a half to one hour. Fluctuations in
the potentials, especially on a day of intermittent cloud, often preclude the estimation
of mean fluxes for shorter periods. On the other hand, diurnal changes make time-
averaging undesirable for periods of more than two hours, particularly near sunrise and
sunset when conditions could no longer be treated as stationary.
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16.4 Relative Merits of Methods of Flux Measurement

The eddy covariance technique has the advantages of elegance and a sound theoreti-
cal basis, but it requires fast-response sensors and rapid data acquisition. It is widely
used over crops, forests, and natural vegetation in studies to understand relationships
between vegetation and the atmosphere. Over the last two decades the technology has
become sufficiently reliable to allow continuous measurements for periods of months
to years (Goulden et al., 1996; Moncrieff et al., 1996), opening up prospects for study-
ing seasonal and annual variability of factors controlling plant-atmosphere exchange.
There remain difficulties in applying the method over tall, heterogeneous canopies,
sloping surfaces, and when atmospheric conditions change rapidly. Gu et al. (2012)
developed eddy covariance theory further for application to non-steady-state condi-
tions. The eddy covariance method also can be limited if the size of the instrument
sensing path is larger than the dominant eddy size; this can occur close to aerody-
namically smooth surfaces. Lee et al. (2004) edited a thorough review of many of the
theoretical and practical issues applying to the eddy covariance method.

The aerodynamic method is straightforward in neutral stability, when profiles of
only windspeed and the entity in question are required. It may be unreliable at low
windspeeds if mechanical anemometers are used because they may stall for part of the
measuring period, but one- or three-dimensional sonic anemometers are available that
avoid this limitation. Empirical correlations for stability necessitate measurements of
temperature profiles and are not well defined in strongly stable conditions (e.g. still
nights with low windspeeds): the accepted corrections appear valid over short vegeta-
tion, but the aerodynamic method appears to underestimate fluxes seriously over tall
rough vegetation unless it is possible to make measurements well above the roughness
sublayer but still within the inertial sublayer.

The Bowen ratio method, assuming that KH = KV = KS, does not require stability
corrections and so is often the preferred of the two gradient techniques, but it becomes
indeterminate when Rn − G tends to zero and is generally difficult to apply at night or
in other conditions when net radiation is small.

Stannard (1997) analyzed theoretically the fetch requirements for eddy covariance
(EC) and Bowen ratio (BR) measurements for the minimal case where only two heights
are used to determine Bowen ratio. Assuming that the EC instrumentation was placed
at the top level of the BR gradient system, the BR measurement required less fetch than
EC. Differences in fetch requirements were largest over smoooth surfaces. Fetch for BR
measurements can be significantly reduced by reducing the height of the lower mea-
surement level as well as lowering the upper sensors, whereas turbulence scale issues
often limit the lower level for EC measurement. A caveat is the potential source of error
when measurements are taken in the roughness sublayer (Stewart and Thom, 1973).

16.5 Turbulent Transfer in Canopies

Turbulence in plant canopies differs in several important ways from turbulence in
boundary layers above canopies. Before the mid-1970s it was generally thought that
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(a) (b)

Figure 16.11 (a) Profile of mean horizontal windspeed in a pine forest canopy (h = 16 m);
data averaged from 18 very-near-neutral 1-h runs. (b) Profiles of mean windspeed in a maize
canopy (h = 2.1 m) during periods of light wind [ū(h) = 0.88 m s−1,�] and strong wind
[ū(h) = 2.66 m s−1, �] (from Raupach and Thom, 1981).

the observed high levels of turbulence in canopies were caused by eddies generated by
flow over leaves, branches, and other structures. Since such turbulence would be fine-
scale in relation to canopy height, it was believed that turbulent transport in canopies
could be described by flux-gradient equations similar to Eq. (16.33), and analysis
by these methods was described in the first two editions of this book. But through
the 1970s and 1980s experimental evidence emerged to demonstrate that mass and
momentum were often transported in canopies in opposite directions to the mean gra-
dients of the entities (Denmead and Bradley, 1985; Finnigan, 1985). In particular,
vertical flux of momentum must be downwards throughout a canopy because there
are no sources of mean momentum in the canopy. Consequently, if one-dimensional
transport applied, τ = KM∂(ρu)/∂z and therefore ∂u/∂z should decrease mono-
tonically throughout the canopy. However, as shown in Figure 16.11, forest wind
profiles often have a secondary windspeed maximum in the trunk space. If flux was
proportional to mean gradient, there would need to be a source of momentum asso-
ciated with this secondary maximum, but no source exists. Such evidence demon-
strates that one-dimensional flux-gradient analysis cannot explain turbulent transport in
canopies.

Finnigan and Brunet (1995) reviewed the emerging understanding of canopy flow
from wind tunnel and field experiments. In the inertial sublayer above rough surfaces,
turbulent kinetic energy (TKE), produced by shear at the surface, “cascades” in a
continuous spectrum from large- to small-scale eddies, and eventually is converted to
heat. Within canopies, TKE may also be produced in the wakes of plants or by waving
and fluttering leaves, contributing to the spectrum of energy. Additionally, Baldocchi
et al. (1988) identified a “spectral shortcut” process whereby eddies generated from
shear production are “chopped up” into finer scale eddies when they are intercepted
by foliage, and are rapidly converted to heat. In dense canopies this mechanism for
generating turbulence may be dominant. However, for more open canopies it appears
that eddies directly generated in the wakes of foliage are much less important than large-
scale, intermittent turbulent eddies in transporting momentum and scalars in canopies.
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Full details of how these eddies develop and are related to canopy structure are not yet
clear, but Finnigan and Brunet (1995) speculated that the mechanism was similar to
that generated in the turbulent layer when two streams with different velocities mix in
a wind tunnel. The resulting mean windspeed profile is strikingly similar to the shape
of the wind profile above and within the upper region of canopies (e.g. Figure 16.11).
They hypothesized that the point of inflection in windspeed near the top of a vegetation
canopy might trigger instability that generates large-scale turbulent eddies, with the
eddy size related to (h −d), where h is canopy height and d is zero plane displacement,
and with the rate of eddy production being proportional to the shear magnitude at the
inflection point.

Consistent with this theory, Baldocchi and Meyers (1991) found that the dominant
time scale for turbulent fluxes in a moderately open deciduous forest canopy was 200–
300 s. At about this frequency, large-scale eddies swept down into the trunk space
from the air above, resulting in ejection of air from the canopy. These brief events
were followed by relatively quiescent periods during which humidity and respired
carbon dioxide built up again inside the canopy. As a result of this quasi-periodic
process, evaporation from the forest floor and understory was more closely coupled
to the above-canopy saturation deficit than to the in-canopy environment (see also
pp. 332–333).

Although it is seldom appropriate to use flux-gradient methods to measure fluxes
within plant canopies, eddy covariance methods may be used successfully, provided that
sampling durations are over long enough periods to measure most of the turbulent events
that contribute to the fluxes (Baldocchi and Meyers 1999). Practical and theoretical
aspects of in-canopy transfer are discussed further in section 17.3.

16.6 Density Corrections to Flux Measurements

Earlier (pp. 296–297), attention was drawn to problems that arise when eddy covariance
fluxes of an atmospheric constituent are measured with sensors that detect density rather
than mixing ratio. In such cases it was shown that it is usually necessary to take into
account the simultaneous fluxes of other entities, in particular heat and water vapor.
These issues also apply to fluxes measured by gradient methods. Sources of heat or
water vapor result in expansion of the air and so affect the density of a constituent (but
not its mixing ratio r). For example, if gradients of CO2 above a crop were measured by
drawing air through a gas analyzer from various heights sequentially without altering
the temperature or humidity of the air sample, the apparent CO2 gradient would be
in error, because the density of CO2 in the air at each height would be influenced by
the content of water vapor and by the temperature at that height. Correction would
not be necessary if the flux was evaluated from measurements of the mixing ratio
of the constituent (mass of constituent per unit mass of dry air), or if the samples
were allowed to reach a constant temperature and pressure before analysis. Webb et al.
(1980) derived expressions relating the correction δF required to allow for the influence
of simultaneous fluxes of sensible and latent heat when the mass flux of a constituent
gas is deduced from density measurements. Their analysis showed that, for a typical
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situation with Ta = 20 ◦C and e = 1.0 kPa, when C and λE are in W m−2, and δF is
in kg m−2 s−1

δF = (ρs/ρa)(0.65×10−6λE + 3.36×10−6C). (16.58)

The mean density of the constituent is ρs and ρa is the density of dry air. Equation
(16.58) shows that the correction for sensible heat flux is typically about five times
larger than that for an equivalent flux of latent heat. For CO2, with a mean content of
390 vpm in dry air, ρs/ρa = 0.593×10−3 so that, when λE = C = 250 W m−2, δF =
0.6 mg m−2 s−1, a value that is comparable with typical CO2 fluxes over crops of 1–
2 mg m−2 s−1. The correction is therefore important if appropriate methods of avoiding
density gradients of CO2 have not been adopted. The situation is exacerbated in semi-
arid regions where sensible heat fluxes may be much larger than latent heat fluxes.
Equation (16.58) must also be applied to analysis of other trace gases. For example, for
SO2 at 0.010 vpm, ρs/ρa = 0.22 × 10−6 and so δF = 0.2 µg m−2 s−1, comparable
with reported fluxes (Fowler and Unsworth, 1979).

16.7 Problems

1. Mean windspeeds u(z), averaged over 30 min, were measured simultaneously at sev-
eral heights z above the canopy of an extensive poplar plantation, height h = 5.0 m,
in conditions when a logarithmic wind profile was expected. Results were:

Height above ground z(m) 6.0 7.0 9.0 12.0 18.0 30.0
Windspeed u (m s−1) 0.832 0.994 1.198 1.386 1.610 1.858.

i. Estimate the roughness length of the canopy z0 and the friction velocity u∗
(assume that the zero plane displacement d was 4.0 m, and that von Karman’s
constant k = 0.41).

ii. Give some possible reasons why the values for d and z0 are different for this
canopy than values you would estimate from equations in this chapter.

iii. Estimate the aerodynamic resistance for momentum transfer raM, relative to a
reference height 12.0 m above the ground.

2. At 40 m above the ground, over a coniferous forest with a canopy height (h) of
25 m, mean windspeed u was 5.0 m s−1 in conditions when a logarithmic profile
was expected.

i. Assume that the value of the zero plane displacement d was 0.60 h and the
roughness length z0 was 0.10 h. Hence calculate the friction velocity u∗ (von
Karman’s constant k is 0.41).

ii. Calculate the windspeed at 30 m above the ground and estimate the aerodynamic
boundary layer resistance for momentum (raM) between the height 30 m and the
height (d + z0).
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3. The following measurements of temperature and vapor pressure were made simul-
taneously above a crop of barley 0.8 m high when net radiation above the canopy
was 450 W m−2 and downward soil heat flux was 20 W m−2

Height z(m) 2.00 0.90
Temperature (◦C) 20.00 21.00
Vapor pressure (kPa) 1.500 1.633.

i. Calculate the Bowen ratio and the sensible and latent heat fluxes from the crop.
ii. Assuming that temperature and vapor pressure varied logarithmically with

height, that the zero plane displacement was 0.60 m, and that the roughness
length was 0.10 m, estimate graphically or otherwise the values of the tempera-
ture T0 and vapor pressure e0 at the height of the apparent sink for momentum.

iii. If heat fluxes from the crop can be treated as analogous to those from a “big
leaf” situated at the height of the apparent sink for momentum, calculate the
vapor pressure within this “leaf” and hence calculate the resistances for sensible
and latent heat transfer between the “big leaf” and the height z = 2.00 m.

4. Profiles of windspeed u and carbon dioxide concentration c were measured in neutral
stability above a wheat crop, height 0.80 m. Results were:

z(m) 1.10 1.30 1.60 2.10 2.46
u(m s−1) 1.68 1.93 2.19 2.49 2.65
c(vpm) 324.5 326.2 327.9 330.0 331.1

i. Find graphically or otherwise, values of the zero plane displacement, roughness
length, and friction velocity.

ii. Calculate the momentum flux density to the crop.
iii. Calculate the aerodynamic resistance to momentum transfer between the height

2.10 m and the crop.
iv. Calculate the flux density of CO2 to the crop in g CO2 m−2 h−1

(assume that 330 vpm CO2 is 605 mg CO2 m−3).

5. Profiles of windspeed u and ozone concentration C were measured at several heights
z in neutral stability over an extensive field of beans 0.30 m high. Results were:

z(m) 0.35 0.50 0.90 1.75 3.20
u(m s−1) 0.95 1.23 1.61 1.99 2.31
C(µg m−3) 83.0 87.0 90.6 96.0 99.5

By plotting appropriate graphs, or otherwise, determine (i) the zero plane displace-
ment, (ii) the roughness length, (iii) the friction velocity, (iv) the momentum flux
density, (v) the ozone flux density, and (vi) the deposition velocity for ozone, referred
to height z = 1.75 m.

6. For an atmosphere with temperature T and vapor pressure e at a reference height
over an open water surface with temperature Ts, explain with the aid of a diagram
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how Penman derived the relationship e′
(Ts)

= e′
(T ) + �(Ts − T ), showing clearly

the meaning of the term �. (e′
(T )is the saturation vapor pressure at Ts). Hence show

that the Bowen ratio β is given by:

β = γ
(Ts − T ){

(e′
(T ) − e) + �(Ts − T )

} ,

where γ is the psychrometer constant. On a day with air temperature T = 25 ◦C and
vapor pressure e = 2.00 kPa, the Bowen ratio over a flooded field of rice was 0.10.
By considering the relationship between the Bowen ratio and Ts, find graphically
or otherwise the temperature of the water surface.



17 Micrometeorology
(ii) Interpretation of Flux Measurements

17.1 Resistance Analogs

Measurements of fluxes by micrometeorological methods are of relatively little value
to the ecologist, agricultural, or forest scientist unless they can be associated with some
factor or group of factors that describes how the canopy or landscape controlled or
responded to the flux. A useful way of extending the study of transfer from single leaves
to complex canopies is to consider the canopy as an electrical analog as in Figure 17.1.
This topic, first presented by Monteith (1963), was introduced in Chapter 13. Here,
we discuss more fully the principles underlying the concept of canopy resistance and
review some of the issues and shortcomings of this approach.

The rate of exchange (flux density) of an entity between a single leaf and its environ-
ment can be estimated when (a) the potentials of the entity (e.g. the vapor pressures or
CO2 concentrations) are known at the leaf and in the surrounding air and (b) the relevant
resistances (e.g. stomatal and leaf boundary layer) can be measured or estimated. In
the same way, the bulk exchange of any entity between a canopy and the air above it
can be estimated by measuring the potentials at two or more heights above the canopy
(z1, z2, etc.) if the resistances across these potentials are also known. Within the canopy,
resistances corresponding to the stomata and boundary layers of individual leaves have
a clear physical significance, but the validity of describing transfer in the air within
the canopy by Ohm’s Law analogs (as shown in Figure 17.1) is discussed later in this
chapter.

17.1.1 Canopy Resistance

It is possible to derive a parameter which plays the same part in equations for the water
vapor exchange of a canopy as the stomatal resistance plays in similar equations for
a single leaf. This parameter will be given the symbol rc, where the subscript denotes
canopy, crop, or cover.

It was shown in Chapter 16 that the rate of sensible heat loss from a surface can be
written in the form

C = −ρcp
(
∂T /∂u

)
u2∗,
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Figure 17.1 Resistance model for a plant in a stand of vegetation.

where T is a linear function of u. As a special case, the gradient ∂T /∂u can be writ-
ten [T (z) − T (0)]/[u(z) − 0] where T (0), obtained by the extrapolation shown in
Figure 17.2, is the air temperature at the height where the logarithmic wind profile pre-
dicts that u = 0, i.e. where z = d + z0 (see p. 301). The above equation can therefore
be written as

C = −ρcpu2∗[T (z) − T (0)]/[u(z)]
= −ρcp[T (z) − T (0)]/raH, (17.1)

where raH = u(z)/u2∗ = [ln (z − d) − ln (z0)]/u∗k can be regarded as an aerodynamic
resistance to sensible heat transfer between a fictitious surface at the height d + z0, and
the height z. Similarly, it can be shown that

λE = −ρcp

γ

{
e
(
z
) − e

(
0
)}

raV
, (17.2)

where e(0) is the value of the vapor pressure extrapolated to u = 0 and the aerody-
namic resistance raV to water vapor transfer is assumed identical to that for sensible
heat transfer, i.e. raV = raH = u(z)/u2∗. The diffusion of water vapor between the
intercellular spaces of leaves in a canopy and the atmosphere at height z can now be
described formally by the equation

λE = −ρcp

γ

{
e
(
z
) − es

(
T

(
0
))}

raV + rc
. (17.3)
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Figure 17.2 Diagram showing how T
(
0
)

and T
(
0′) are determined by plotting temperature

against [ln (z − d)/u∗k. T
(
0
)

is the value of temperature extrapolated to z − d = z0 and T
(
0′)

is the value extrapolated to z − d = z′
0. The significance of ra and rb is shown on the left-hand

axis and is discussed on pp. 324–325.

where es (T (0)) is the saturation vapor pressure at the evaporating surfaces within a
‘big leaf’ representing the entire canopy (see p. 239) and assumed to be at temperature
T (0).

This relation defines the canopy resistance rc and is identical to the corresponding
equation for an amphistomatous leaf (stomata on both sides), with rc replacing the
stomatal resistance rs (p. 231) and raV replacing leaf boundary layer resistance rV.
Introducing the energy balance equation, writing raH = raV = ra, and eliminating
T (0) (see pp. 225–226) gives

λE = �
(
Rn − G

) + ρcp
{
es

(
T

(
z
)) − e

(
z
)}

/ra

� + γ ∗ , (17.4)

where γ ∗ = γ (ra +rc)/ra = γ [1+(rc/ra)]. Values of rc for a given stand can there-
fore be derived either directly from profiles of temperature, humidity, and windspeed
using Eqs. (17.1), (17.2), and (17.3), or indirectly from the Penman-Monteith Equation
(17.4) when the relevant climatological parameters are known and λE is measured or
estimated independently. Estimated values of minimum canopy resistances for various
vegetation types were listed in Table 13.1.

Two objections can be raised to this apparently straightforward method of separating
the aerodynamic and physiological resistances of a crop canopy. First, the values of rc
derived from measurements are not unique unless the sources (or sinks) of sensible and
latent heat have the same spatial distribution. In a closed canopy, fluxes of both heat
and water vapor are dictated by the absorption of radiation by the foliage and, provided
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the stomatal resistance of leaves does not change sharply with depth in the part of the
canopy where most of the radiation is absorbed, the distributions of sensible and latent
heat sources will usually be similar but will seldom be identical. Conversely, anomalous
values of rc are likely to be obtained in a canopy with little foliage if evaporation from
bare soil beneath the leaves makes a substantial contribution to the total flux of water
vapor; Shuttleworth and Wallace (1985) developed an energy balance model for this
situation.

Second, the analysis cannot yield values of rc which are strictly independent of ra
unless the apparent sources of heat and water vapor, as determined from the relevant
profiles, are at the same level d + z0 as the apparent sink for momentum. This is a more
serious restriction. Form drag, rather than skin (molecular) friction (p. 138), is often
the dominant mechanism for the absorption of momentum by vegetation, so that the
resistance raM to the exchange of momentum between a leaf and the surrounding air
is smaller than the corresponding resistances to the exchange of heat and vapor which
depend on molecular diffusion alone. It follows that the apparent sources of sensible
heat and water vapor will, in general, be found at a lower level in the canopy than the
apparent sink of momentum, say at z = d + z′

0 rather than at z = d + z0, where z′
0

is smaller than z0. Atmospheric resistances to heat and mass transfer may therefore be
described in terms of raM, the aerodynamic resistance to momentum transfer, and rb,
an additional resistance, assumed to be the same for heat and water vapor. In Chapter
16 it was shown, from the definition of raM and the wind profile equation in neutral
stability, that

raM = ρu
(
z
)
/τ = u

(
z
)
/u2∗

= {
ln

[(
z − d

)
/z0

]}
/ku∗

= {
ln

[(
z − d

)
/z0

]}2
/k2u

(
z
)
. (17.5)

In the derivation of this expression the effective height for the sink of momentum is
z = d +z0, the height where the extrapolated windspeed is zero. If z0 were independent
of windspeed, Eq. (17.5) shows that 1/raM would be proportional to u(z). Figure 17.3
illustrates this for values of roughness lengths z0 appropriate for short grass, cereal
crops, and forests. In practice the roughness length of many crops decreases as wind-
speed increases (pp. 303–305) and 1/raM is approximately constant over a range of
low windspeeds.

17.1.2 The Additional Aerodynamic Resistance for Heat and Mass
Transfer

In a similar manner to Eq. (17.5), the aerodynamic resistance between a height z above
the ground and the apparent source (or sink) of heat and vapor at a height d + z′

0 can
be written as

ra = ln
[(

z − d
)
/z′

0

]
ku∗

= ln
[(

z − d
)
/z0

]
ku∗

+ ln
[
z0/z′

0

]
ku∗

(17.6)

= raM + rb,

where rb is the additional aerodynamic resistance. The implications of Eq. (17.6) are
depicted in Figure 17.2, which shows the inter-relationship of the terms in the equation.
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Figure 17.3 Calculated values (from Eq. (17.5)) of resistance ra in relation to windspeed over
surfaces with roughnesses characteristic of: short grass (z0 = 1 mm, d = 7 mm); cereal crop
(z0 = 0.2 m, d = 0.95 m); forest (z0 = 0.9 m, d = 11.8 m). Windspeeds are referred to a
standard height z − d = 5 m for each surface.

Influence of Stability on Aerodynamic Resistances

Extending the above analysis to non-neutral stabilitiy, in near-neutral and stable
conditions the resistance raM derived from Eqs. (16.53 and 17.5) is

[
ku∗

]−1

[
ln

(
z − d

z0

)
+ 5

(
z − d

)
L

]
(17.7)

provided that z − d is at least an order of magnitude greater than z0. When
[ln (z − d)/z0]/ku∗ is identified as the aerodynamic resistance to momentum
transfer in neutral stability, the additional component +[5(z − d)/L]/ku∗ can be
regarded as a stability resistance. Similarly, Eq. (16.40) can be used to show that
the stability resistance in more unstable conditions (L negative) is approximately
[4(z − d)/L]/ku∗. The tendency for 1/raM to become independent of windspeed
as the speed decreases is more pronounced in unstable than in neutral or stable
conditions because the decrease in turbulent energy associated with decreased
friction is compensated by an increase in the supply of energy from buoyancy.

In Eq. (17.6)) the resistance rb = [ln (z0/z′
0)]/ku∗, and ku∗rb is identical to the

parameter k B−1 (= ln (z0/z′
0)) which a number of workers have used to analyze pro-

cesses of exchange at rough surfaces (k is von Karman’s constant). Values of k B−1

summarized by Massman (1999) and Su et al. (2001) for natural surfaces cover a
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wide range. A dense forest had k B−1 close to zero, implying that the roughness lengths
for heat and momentum were very similar and rb was negligibly small. Over bare soil,
k B−1 ranged up to 7. Su et al. (2001) used models based on canopy structure and
multiple heat sources to estimate k B−1 for canopies of cotton (k B−1 = 4), savanna
(≈5), and grass (≈5). Campbell and Norman (1998) suggested that z0/z′

0 = 5 (i.e.
k B−1 = 1.6) was a reasonable working assumption, but strictly the ratio should depend
on windspeed.

The dependence of k B−1, and therefore of rb, on roughness and windspeed for real
and for model vegetation was studied by Chamberlain (1966) and Thom (1972), and
the results of their work can be summarized as follows:

i. For a given value of u∗, k B−1 and rb were almost constant over a wide range of
surface roughnesses. For example, a set of measurements of evaporation from an
artificial grass surface gave z0 = 1 cm, u∗ = 0.25 m s−1, k B−1 = 1.8. At
the same value of u∗ achieved at a higher windspeed over toweling with z0 =
0.045 cm, k B−1 was 1.9. The corresponding resistances rb are 18 and 19 s m−1.

ii. For a given value of z0, k B−1 increases with windspeed and therefore with u∗. For
a fourfold increase of u∗ from 0.25 to 1.00 m s−1, k B−1 increased by a factor of
1.3 for the grass and 1.7 for the toweling. For evaporation from a bean crop, Thom
found that k B−1(=ku∗rb) = Au0.33∗ where the constant A had the value 2.54 when
u∗ was in m s−1. This implies that rb ∝ u−0.67∗ .

iii. The value of z′
0 and hence of rb is expected to depend on the molecular diffusivity of

the property being transferred. On the assumption that rb ∝ (diffusivity)n , values of
n determined experimentally range from about −0.8 to about −0.3. For a stand of
beans, n appeared to be about −0.66, implying that rb for heat may be 10% greater
than rb for water vapor. This difference is often ignored, given the uncertainty with
which rb is known.

Values of rb are seldom determined directly in crop micrometeorology, but are
usually estimated from the results such as those above. Thom’s empirical equation

rb = 6.2u−0.67∗ (17.8)

is an adequate approximation in estimating rb (in s m−1 when u∗ is in m s−1) for heat
and water vapor transfer to crops, at least over the typical range of u∗,
0.1–0.5 m s−1. Values of rb for a gas with diffusivity much different from the value for
water vapor may be estimated from Eq. (17.8) using the approximations
rb ∝ D−0.67 and Dg = Dv(Mv/Mg)

0.5 where M is molecular weight, D is diffu-
sivity, and the subscripts g and v refer to the gas and water vapor respectively.

When vegetated surfaces are unusually rough or fibrous (e.g. pine needles), Eq. (17.8)
may not be a good approximation to estimating rb. Thom (1972) discussed more detailed
treatments, and Wesely and Hicks (1977) suggested the expression

rb = 2(ku∗)−1(κ/D)0.67, (17.9)

where κ/D is the Lewis number (p. 181). Massman (1999) and Su et al. (2001) explored
more complex models of rb for vegetated surfaces.
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Figure 17.4 Diffusive transport to rough surfaces (from Chamberlain et al., 1984). Symbols refer

to different surface structures, vapors, and particles: 212Pb vapor �, �, x; 123I vapor �; water
vapor ©; Aitken nuclei (r = 0.08 µm) �. The straight line has slope 0.25 and intercept 7.3.
Re∗ is the roughness Reynolds number u∗z0/ν and Sc is the Schmidt number ν/D.

For vapor transfer to rigid rough surfaces, Figure 17.4 shows that the expression

B−1 = u∗rb = 7.3Re0.25∗ Sc0.5 − 5.0 (17.10)

proposed by Chamberlain et al. (1984) on the basis of analysis by Brutsaert (1982)
fits observations well and may be useful for estimating rb for ploughed fields or urban
areas; Re∗ is the roughness Reynolds number u∗z0/ν and Sc is the Schmidt number
ν/D. The expression is also applicable to the diffusive transfer of particles in the size
range where impaction and sedimentation are unimportant, i.e. radius r � 0.5 µm
(see Chapter 12).

Figure 17.5 compares the dependence of rb on u∗ for Eqs. (17.8)–(17.10) for
z0 = 0.02 m, and diffusivities at 20 ◦C. The two relationships for vegetated surfaces
agree well except at low values of u∗.

17.1.3 “Apparent” and “True” Canopy Resistances

Depending on the rigor of the interpretation of the aerodynamic resistance, a canopy
resistance derived from measurements of fluxes and potentials may be a “true” value,
i.e. where the influence of atmospheric turbulence on rc is minimized, or an “apparent
value,” where the separation between aerodynamic and canopy resistance is not com-
plete. For example, the canopy resistance of vegetation has sometimes been determined
from relations such as

λE = ρcp

[
es

(
T (0)

) − e(z)
]

γ
(
raM + rc

) , (17.11)
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Figure 17.5 The dependence of the additional resistance rb on friction velocity u∗ (i) for vege-
tation canopies according to Thom (Eq. (17.8),———- ), and Wesley and Hicks (Eq. (17.9),
— — — ) and (ii) for rigid rough surfaces according to Chamberlain (Eq. (17.10), – – –).

where raM = u(z)/u2∗. In this case rc is the “apparent” canopy resistance and T (0) is the
“apparent” surface temperature at height z0+d. More rigorous analysis (cf. Figure 17.2)
gives

λE = ρcp

[
es

(
T (0)′

) − e(z)
]

γ
(
ra + r ′

c

) , (17.12)

where ra = raM + rb, r ′
c is the “true” resistance allowing for the existence of the

additional boundary layer resistance rb, and T (0)′ is the “true” surface temperature.
By manipulating these equations and using the relation C = ρcp(T (0)′ − T (0))/rb, it
can be shown that the error in calculating rc without allowing for rb is

δrc = r ′
c − rc = rb

(
�

γ

C
λE

− 1

)
. (17.13)

This error is zero when the Bowen ratio β (=C/λE) is equal to γ /�. For a well-
watered crop growing in a temperate climate, the average value of β during daylight
hours is typically about 0.1 and when (�/γ ) = 2.0 (at about 18 ◦C), δrc = −0.8rb.
The absolute magnitude of this error is less important than the fact that it may change in
size and sign during the day as the Bowen ratio changes. For example, in fine weather
with low humidity β might decrease from +0.3 in the early morning to −0.3 in the
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late afternoon (i.e. the sensible heat flux C is toward the surface late in the day). If rb is
20 s m−1and (�/γ ) = 2.0 in this situation, the value of the apparent canopy resistance
rc will change during the day from (r ′

c + 8) to (r ′
c + 32) s m−1. Thus in this example

the canopy resistance would appear to vary more over the day than the true resistance.
Because there is a good correlation between the “true” canopy resistance r ′

c and
the Bowen ratio β owing to stomatal control of the transpiration flux, the relative
importance of the error in rc Eq. (17.13) depends principally on the magnitude of
rb, which is inversely proportional to u∗. For a given windspeed, u∗ is larger over
tall vegetation than short, so that rc is generally a better estimate of the true canopy
resistance for tall, rough vegetation than it is for short.

17.1.4 Canopy Resistances for Transfer of Pollutant Gases

Surface resistances to the uptake of pollutant gases have also been determined from
equations analogous to Eq. (17.12), i.e.

F = S(z) − 0

raM + rb + r ′
c

(17.14)

assuming that there are sinks within the crop canopy where the gas is absorbed and
hence where the concentration S may be assumed zero. Examples of this analysis are
given later. Equation (17.14) has also been used to analyze deposition fluxes of particles
to canopies (e.g. Gallagher et al., 2002), and in this case the term r ′

c
−1 is called the

surface deposition velocity, as discussed in Chapter 12.

17.2 Case Studies

17.2.1 Water Vapor and Transpiration

One of the earliest practical applications of micrometeorology was for measuring the
water use of agricultural crops. The relatively simple instrumentation required for
the Bowen ratio or aerodynamic methods, and the importance of efficient planning
of irrigation in many parts of the world ensure that this remains an active area of
research. Water use of forests has also been studied, often to assess the water resource
consequences of changing land use. Gradients are much smaller over tall, rough forest
canopies than over agricultural crops, and the small aerodynamic resistance between
forest canopies and the atmosphere has consequences that are discussed later for the
evaporation rates of intercepted rainfall (i.e. water remaining on the canopy during and
after rain). Over forests there are advantages in using the eddy covariance technique
rather than a gradient method because the large aerodynamic roughness that creates
small, hard-to-measure gradients generates large-scale turbulence during the day that
can readily be measured by eddy covariance instruments.

In an early application of forest micrometeorology, Stewart and his colleagues
(Stewart and Thom, 1973; Thom et al., 1975) used the aerodynamic and Bowen ratio
techniques to study evaporation from a forest of Scots and Corsican pine at Thetford in
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south-east England. In determining the available energy for the Bowen ratio method it
was necessary to allow for the storage of heat in the trunks and branches and in the air
within the canopy; this term J (W m−2) was about 18δT where δT is the rate of temper-
ature change of air in the canopy (K h−1). The maximum value of J was ±55 W m−2.

Comparison of flux measurements at Thetford by the aerodynamic and Bowen ratio
methods identified the discrepancy discussed on p. 310, requiring a large empirical
correction to aerodynamic estimates. Bowen ratios on fine days ranged from near 1 to
4 or more.

Stewart and Thom (1973) analyzed the flux measurements at Thetford using resis-
tance analogs. The aerodynamic resistance raM, derived from wind profiles, was about
5–10 s m−1, and the excess resistance rb (Eq. (17.6)) was estimated as 3–4 s m−1.
They then used the canopy form of the Penman-Monteith Equation (17.4) to deduce
the canopy resistance, including in the term ra the small correction (from Eq. 17.13) for
excess boundary layer resistance. Figure 17.6 shows the variation of canopy resistance
on a fine day and compares it with some values found at other forest sites with closed
canopies. Near dawn the foliage was wet with dew and so rc was small. Once foliage
had dried, rc was about 100–150 s m−1 in the middle part of the day, implying that
the average stomatal resistance of needles in the canopy (which had leaf area index
about 10) was about 1000–1500 s m−1. Later in the day rc increased, probably as a
result of stomatal closure in response to water stress. Figure 17.6 indicates that typical
minimum canopy resistances of other mature forests are also about 100 s m−1, and
this is not inconsistent with the more critically selected minimum canopy resistance
values that were presented earlier in Table 13.1.

17.2.1.1 Evaporation Rates from Wet Canopies

When forest canopies are wet with rain, rc tends to zero. Equation (17.4) can be used
to show that, when forest canopies are exposed to the same weather, the ratio of evap-
oration rate of intercepted rainfall on foliage is much larger than the transpiration
rate when the canopy is dry. For the wet canopy, γ∗ = γ (1 + rc/ra) ≈ γ , so

λEwet = �
(
Rn − G

) + ρcp
{
es

(
T

(
z
)) − e

(
z
)}

/ra

� + γ
. (17.15)

For the dry canopy, Eq. (17.4) applies. Hence the ratio Ewet/Edry is

Ewet

Edry
= � + γ (1 + rc/ra)

� + γ
= 1 +

(
γ rc/ra

� + γ

)
.

The ratio rc/ra for forests is often about 10–50 when the foliage is dry; thus Ewet/Edry
is large. This contrasts with the situation for grassland and many agricultural crops for
which minimum values of rc are also typically 50–100 s m−1 (see Table 13.1) but rc/ra
is often close to unity, so Ewet does not differ greatly from Edry. Consequently, forests
in regions where rain is frequent tend to use more water by evaporation from foliage
and transpiration than shorter vegetation growing nearby (Calder, 1977; Shuttleworth,
1989). A consequence is that when moorland or grassy hills are afforested, the annual
run-off into rivers and reservoirs is reduced as the forest canopy matures (Calder, 1986).
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Figure 17.6 Diurnal variation of the canopy resistance of forests (after Jarvis et al., 1976):
(a) Scots pine (Pinus sylvestris), Thetford, UK (Stewart and Thom, 1973), (b) Sitka spruce (Picea
sitchensis), Fetteresso, UK (Jarvis et al., 1976), (c) Douglas fir (Pseudotsuga menziesii), British
Columbia (McNaughton and Black, 1973), and (d) Amazonian forest, Brazil (Shuttleworth et al.,
1984).

17.2.1.2 Annual Variation of Evaporation and Transpiration

Black and his colleagues (Black et al., 1996) used eddy covariance instrumentation at
39.5 and 4 m to measure water vapor and carbon dioxide fluxes above and below the
overstorey of an aspen stand, 21 m high, in the boreal forest region of Saskatchewan,
Canada. They also used mini-lysimeters (trays of soil weighed at regular intervals) to
estimate soil evaporation. Leaves of the aspen overstorey emerged about a month earlier
than those of the hazlenut understorey, with the canopies reaching leaf area indices of
1.8 and 3.3, respectively, by mid-July. Figure 17.7a shows the daily evaporation and
latent heat fluxes for an almost complete growing season, and Figure 17.7b illustrates
the cumulative evaporation, including the soil evaporation estimates and measured
precipitation. When measurements began in early April, there was snow on the ground
and no foliage had emerged; the 24-h ratio R of below- to above-overstorey evaporation
was 0.43. Just after snow melt (the second half of April), when leaves were beginning
to emerge, R increased to 0.84. The ratio was much higher after snow melt because the
vapor pressure at the surface of the rapidly warming forest floor was much larger than
that over the snow surface, the temperature of which was thermodynamically limited
to a maximum of 0 ◦C. For the period from full leaf (15 June) to senescence in early
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Figure 17.7 (a) Comparison of daily average evaporation rates and latent heat fluxes measured
using eddy covariance techniques above an aspen overstorey and above a hazelnut understorey.
(b) Cumulative evaporation (E) over a year above an aspen overstorey, above a hazelnut under-
storey, and above the soil surface. The dashed sections are estimated. Also shown is the cumulative
precipitation P (from Black et al., 1996).

September, R averaged 0.22. Over a 2-week period in midsummer when lysimeters
were operational, the proportions of evaporation from the various sources were: aspen
78%; hazelnut 17%; soil 5%. At a nearby site with a more open canopy of Jack pine,
Baldocchi and Vogel (1997) found that evaporation from the ground cover of shrubs
and lichens accounted for 42% of forest evaporation when the soil was moist after
several days of rain. This large proportion was largely due to the effectiveness of
turbulent gusts penetrating the canopy airspace and transporting water vapor through
the overstorey to the free atmosphere. In another micrometeorological study from the
same multinational project (BOREAS), Betts et al. (1999) published an analysis of
the factors controlling evaporation in a boreal black spruce forest. The understory was
a thick cover of moss. In dry summer conditions the surface resistance (describing
the control of evaporation from the moss layer as well as transpiration from the tree
canopy) was strongly controlled by stomatal closure as atmospheric vapor pressure
deficit (vpd) increased, to such an extent that the ecosystem evaporation rate did not
increase when vpd increased. But when the moss layer was wet, the minimum diurnal
surface resistance was about a factor of 4 lower than when the moss was dry, and
the ecosystem evaporation increased as vpd increased. The strong control imposed by
the tree canopy on the evaporation rate in boreal regions in summer has important
implications for convective boundary layer development (Betts et al., 1999).

17.2.1.3 Evaporation from Forest Understorey

As mentioned earlier (p. 317), Baldocchi and Meyers (1991) treated understorey evap-
oration in a deciduous forest as a non-steady-state phenomenon, and demonstrated that
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the frequency of canopy “flushing” by gusts penetrating the canopy from above was a
critical feature in determining understorey evaporation. Large-scale eddies, with suffi-
cient energy to penetrate the deep into the canopy, typically occurred every 50–100 s,
when air swept rapidly into the trunk space, ejecting the residual air. There then fol-
lowed a quiescent period during which water evaporated from the soil/litter surface.
To demonstrate how soil moisture influenced evaporation, they developed a simple
box model of the atmosphere above the soil surface in which the saturation deficit D
decreased with time during quiescent periods as a consequence of surface evaporation.
The time rate of change of D depends on energy partitioning at the soil surface and is

d D(t)

dt
= �(Rn − G) − (� + γ )λE(t)

ρcph
, (17.16)

where h is the height of the box and the other symbols have their usual meanings.
Solving the differential equation for λE yields

λE(t) = λE(0)exp

(−t

τ

)
+ �

� + γ
(Rn − G)

[
1 − exp

(−t

τ

)]
, (17.17)

where λE(0) is the latent heat flux at the beginning of the quiescent period (when the
saturation deficit is equal to that of air above the canopy. The term �(Rn −G)/(�+γ )

is the equilibrium latent heat flux λEq (Eq. (13.40)), so (Eq. (17.17)) may be written

E(t) = E(0)exp

(−t

τ

)
+ Eq

[
1 − exp

(−t

τ

)]
. (17.18)

The time constant τ is

τ = rah

[
� + γ

(
1 + rg

raV

)]/
(� + γ ), (17.19)

where rg is the soil surface resistance and raV is the boundary layer resistance for water
transfer from the soil surface to the box. Equation (17.18) shows that the evaporation
rate from the soil is initially related to the saturation deficit of air from above the canopy,
but tends to Eq when t 	 τ . Baldocchi and Meyers (1991) reported that values of raV
ranged from 50 to 100 s m−1. For dry soils, rg was between 500 and 3000 s m−1; for
wet soils rg approached zero. Substituting these values into Eq. (17.19) for a box 2 m
deep demonstrates that when the soil surface was dry, the time constant was typically
between about 1500 and 5000 s, so that air would be renewed by intermittent turbu-
lence (time scale τ ∼ 200–300 s, p. 317) before equilibrium evaporation rates were
achieved. In contrast, evaporation from wet soils would be sufficiently rapid (τ typically
100–200 s) to allow equilibrium to be approached between the arrival of large eddies.
Thus, when soils are dry, the forest floor is often closely coupled to the saturation deficit
of the above-canopy environment.

The extent to which different layers in a forest contribute to its total water use
therefore depends on several physical and biological factors: the relative leaf areas in
the layers and their stomatal resistances; properties of the soil surface such as albedo,
water phase, and water content; and canopy structure through its influence on the
frequency of large eddies that penetrate to the forest floor (see pp. 345–346).
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17.2.2 Carbon Dioxide and Growth

The measured flux of CO2 from the air to a soil-plant ecosystem describes the net
exchange rate of CO2(Pa) between the ecosystem and the atmosphere. Figure 17.8
illustrates the various components that make up the carbon cycle of an ecosystem,
depicted as a forest. Gross photosynthesis (uptake of CO2) by trees and understorey
species is responsible for the gross primary productivity (GPP) of the ecosystem. Some
of the carbon gained is respired by day and in the dark by foliage, tree boles, and living
roots, forming the autotrophic respiration (Ra). The net primary productivity (NPP) is

NPP = GPP − Ra.

An additional flux of respired CO2, heterotrophic respiration (Rh) arises from the
decay and consumption of dead carbon-containing material (e.g. dead roots, leaf litter,
soil carbon) by fungi, micro-organisms, and other living components of the ecosystem,
so that the net ecosystem productivity (NEP) is

NEP = NPP − Rh = GPP − Ra − Rh.

Conventionally, biologists treat NEP as a positive term, since it is the net gain of
carbon by the ecosystem from the atmosphere, whereas atmospheric scientists often
plot the flux as negative, calling it net ecosystem exchange (NEE), i.e. NEE = −NEP,
because it is the net loss of carbon dioxide from the atmosphere.

Figure 17.8 Schematic diagram of the main components of the carbon exchange between
vegetation and the atmosphere (courtesy of Dr. D. Baldocchi).
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Figure 17.9 The diurnal change of CO2 flux above a stand of vegetation, shown by the bold line
zasbz′. The axis of zero flux is OO′. For explanation of other components, see text.

Figure 17.9 shows how the components of the CO2 exchange of a vegetated surface
are likely to alter over a period of 24 h (Monteith, 1962). The axis 00′ represents zero
flux. The line zasbz′ represents the net ecosystem exchange (NEP or −NEE) between
the atmosphere and the vegetation-soil system. The CO2 flux is directed upwards during
the night when there is a net respiratory loss of CO2 from the system, and downwards
during the day when the rate of photosynthetic uptake of CO2 exceeds the daytime rate
of respiration so there is a net carbon gain by the crop. Respiration from several sources
contributes to the respired flux of CO2: plant leaves, stems, and reproductive organs,
and plant roots (autotrophic respiration); and soil organisms that break down dead plant
material (heterotrophic respiration). Total respiration between midnight and sunrise is
represented by za. At sunrise (point a) the photosynthetic system begins to assimilate
some of the respired CO2 and the net upward flux reaches zero when solar irradiance
reaches the light compensation point for the stand, usually about 1–2 h after sunrise
over actively growing vegetation. After the irradiance exceeds the light compensation
point, there is a net downward flux of CO2 representing the atmospheric contribution
to photosynthesis. Shortly before sunset the compensation point is reached again, and
after sunset the rate of respiration is shown by bz′.

Components of the CO2 balance at an instant during the day are given by segments
of the line sw:

st = Net rate of uptake of CO2 from atmosphere,
tw = respiration rate of CO2 from plant (autotrophic) and soil (heterotrophic)

sources,
sw = gross rate of assimilation of CO2,
uw = plant (autotrophic) respiration rate,
su = net rate of photosynthesis.

Only one of these quantities, st, can be readily measured by micrometeorology. The
respiration during the day is not known but can be estimated from the average flux
at night adjusted for higher temperatures in the day (Goulden et al., 1996), or more
simply, as Monteith (1962) did, by drawing a straight line through za and bz′ intersecting
sw at w1. The segment ww1 represents the increase in total respiration as a result of
the higher soil and air temperature during the day. The proportion of total respiration
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attributable to soil organisms (heterotrophic respiration) is very difficult to establish
experimentally because the presence of plant roots stimulates microbial activity in
the rhizosphere. If β is the ratio of autotrophic respiration to the total respiration of
the system, the instantaneous rate of net photosynthesis is (sw1) − β(tw1). During the
life of an agricultural crop, the value of β will increase from zero at germination to a
maximum which will usually lie between 0.5 and 0.9 when the crop is mature.

The integrated rates of photosynthesis for the 24-h period are

gross photosynthesis: area asbwa ≈ asbw1a,
plant respiration: area xux′z′wzx,

net photosynthesis: area zsz′x′uxz.

In practice, the net photosynthesis for a 24-h period is found from the area zasbz′O′Oz
plus the nocturnal respiration from soil organisms which is (1 −β) times the total noc-
turnal respiration.

Measurement of the net flux Pa of CO2 from the atmosphere to crops has been
possible since about 1960, using gradient methods of micrometeorology and sensitive
infra-red gas analyzers (e.g. Biscoe et al., 1975a,b). During the 1980s reliable fast-
response CO2 analyzers were developed to allow eddy covariance measurements over
crops (Ohtaki, 1984; Anderson and Verma, 1986; Verma et al., 2005), and this more
direct technique is now commonly used in short- and long-term micrometeorological
studies (see the review by Baldocchi (2003)).

17.2.2.1 Carbon Budget of Agricultural Crops

In one of the first long-term interdisciplinary studies of carbon dioxide exchange
between vegetation and the atmosphere, Biscoe et al. (1975b) used aerodynamic and
Bowen ratio methods to measure Pa to a barley crop throughout a complete growing
season, and supplemented their study with measurements of soil and root respiration
to enable net photosynthesis to be calculated on an hourly basis. Figure 17.10 shows
the relationship between photosynthesis rate and irradiance for 5 consecutive weeks
from the stage of maximum green leaf area up to a time approaching harvest. At the
beginning of the period, photosynthesis rate increased with irradiance, even in strong
sunlight. Later, as the foliage senesced, maximum rates of photosynthesis declined and
were achieved at steadily lower irradiances. The decrease was partly a consequence
of decreasing green leaf area, but changes in the photosynthetic activity of individual
organs also affected the crop photosynthesis.

Figure 17.11 shows the result of summing the hourly fluxes of carbon dioxide over
a period of 8 days when the canopy was fully established but before sensescence. The
accumulation of carbon progresses in cycles corresponding to the succession of light
and dark periods when the crop gains and loses carbon. In this example, where light was
the principal factor limiting productivity, large differences in photosynthesis from day to
day were well correlated with the daily insolation shown in the histogram. Studies of the
CO2 exchange of crops over long enough periods to demonstrate, as in Figure 17.11, the
importance of short-term changes in photosynthetic activity in determining crop growth
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Figure 17.10 The relation between net CO2 fixation of a barley crop and irradiance for the 5
weeks after anthesis. Dates, total green leaf area indices, and symbols are as follows: 28 June,
5.95 (•), 5 July, 5.69 (©), 12 July, 5.59 (�), 19 July, 4.02 (�), 26 July, 2.68 (�) (from Biscoe
et al., 1975b).

Figure 17.11 The hourly rates of net CO2 fixation by a barley crop summed over the period
14–21 June 1972. The histogram shows the total solar radiation for each day (from Biscoe et al.,
1975b).
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over periods of a week, allow micrometeorological measurements to be compared with
direct (destructive) sampling of the crop.

Suyker and Verma (2012) analyzed the carbon budget of a maize-soybean cropping
system for which Pa was measured by eddy covariance over several years. The leaf
area index LAI was the dominant factor determining interannual variability of GPP
in maize; for soybean, both LAI and the seasonal input of photosynthetically active
radiation PAR contributed to interannual variability of GPP. About 70% of maize
GPP was lost in ecosystem respiration. In contrast, in the case of soybean, almost all
of the annual GPP was lost as ecosystem respiration, resulting in only a small annual
NEP. These differences between the crop species may relate to the differences in their
biochemical pathways of photosynthesis (maize, C4 vs. soybean, C3).

17.2.2.2 Carbon Budget of Forests

As illustrated above, micrometeorological methods allow studies on a time scale that
enables physiological responses to the weather to be studied in the field. Anthoni et al.
(1999) used the eddy covariance method to study the CO2 and energy exchange of an
open-canopied old-growth ponderosa pine ecosystem in central Oregon where sum-
mers are very dry. Figure 17.12 shows the variations in net carbon ecosystem exchange
(NEE), latent heat flux (LE), and ecosystem respiration (Re), with several weather fac-
tors over about 40 days in July-August 1997. The radiation record (Sr) shows that the
sky was generally cloudless apart from three periods when cooler, moister airmasses
from the Pacific penetrated the region. As high pressure re-established after these
incursions, air temperature (Ta) and vapor pressure deficit (VPD) steadily increased
as a consequence of the regional energy balance. Respiration, which is strongly influ-
enced by air and soil temperature, varied in synchrony with air temperature variations.
But net carbon dioxide uptake (NEP) was generally close to zero, only increasing
substantially when VPD was below about 2 kPa. More detailed analysis of the car-
bon dioxide fluxes in response to radiation and temperature revealed that the decline
in NEP on hot days with large VPD occurred primarily because gross photosyn-
thesis was only about half the value it reached on more humid days, rather than
because respiration increased significantly. The decline in photosynthesis was prob-
ably because stomata closed to avoid excessive water loss in this strongly coupled
ecosystem (see p. 245).

The relative constancy of LE in Figure 17.12 while temperature and VPD vary
substantially is striking, and demonstrates how stomata adjust when soil is dry and
evaporative demand is large. The adjustment matches the evaporation rate from the
foliage to the rate at which water can be transported from the soil through roots and
stems. If this homeostasis did not occur, water potential gradients between roots and
foliage would become so large that water columns in the plant xylem would break
(cavitate), with potentially damaging consequences for the plants (Sperry, 1995).

In a ground-breaking study, Wofsy and his colleagues began long-term micro-
meteorological measurements in 1992 of the CO2 exchange of Harvard Forest
(42.5◦N, 72.2◦W). By careful attention to calibrations and data analysis techniques,
they have generated a consistent and continuous record of the forest’s net carbon
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Figure 17.12 Day-to-day variation over an open-canopied ponderosa pine ecosystem in central
Oregon of (a) daily total solar insolation Sr , (b) mean daylight vapor pressure deficit VPD,
(c) mean daily air temperature Ta, (d) daily total ecosystem respiration Re (absolute value),
(e) daily net ecosystem exchange of CO2 NEEm (measured using eddy covariance methods
and plotted as positive (NB: the opposite convention to Figure 17.12 and the text) when CO2
was being taken up by the ecosystem), and (f) daily latent heat flux LE (measured using eddy
covariance) (from Anthoni et al., 1999).

accumulation over more than two decades, and supported the data with biometric
measurements (Barford et al., 2001; Urbanski et al., 2007). Figure 17.13 illustrates the
annual variation of the components of carbon exchange of the ecosystem from 1992
to 2004. NEE was observed directly using eddy covariance instrumentation; the respi-
ration rate R was interpreted as the eddy flux observed at night when friction velocity
was above a minimum threshold of 0.2 m s−1, and was extrapolated for daytime on
the basis of soil-air temperature variation to get daily totals for R. Gross ecosystem
exchange was calculated as NEE-R. The detailed information from the micrometeoro-
logical sytem and accompanying physical and biological measurements enable causes
of annual variability to be determined. For example, low values of gross carbon uptake
(GEE) in 1998 were caused by low temperatures and excessive cloudiness in early
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Figure 17.13 Components of the annual exchange of CO2 between the atmosphere and a northern
temperate hardwood forest (Harvard Forest, USA) over the period 1992–2004. Net ecosystem
exchange NEE (negative sign indicates loss from the atmosphere) was measured using eddy
covariance. Respiration R was inferred from night-time NEE measurements used to estimate
daytime respiration. Gross ecosystem exchange GEE is calculated as NEE-R. Data are summed
from 28 October of the previous year to 27 October of the year plotted. Data bars are not
cumulative, i.e. in 1992 NEE was −2.2 and GEE was −11.8 Mg C ha−1 year−1 (plotted from
data in Urbanski et al., 2007).

summer, which depressed photosynthesis; in contrast, above-average photosynthesis
in 2001 resulted in a large carbon uptake; and (NEE) was large in 1995 because dry soil
in summer suppressed respiration. Measurements such as this in ecosystems around
the world provide information on net carbon accumulation (sequestration of CO2), that
can be used to explore vegetation-atmosphere interactions and test global and regional
models of the carbon cycle (Baldocchi, 2008).

17.2.3 Sulfur Dioxide and Other Pollutant Fluxes to Crops

In the same way that carbon dioxide is transported from the atmosphere to crops, to be
absorbed at sites of photosynthesis, pollutant gases are transferred and absorbed within
a crop canopy. This process is sometimes referred to as dry deposition to distinguish it
from the wet deposition of pollutants in rain and snow.

In general, pollutant gases can be absorbed (or adsorbed) at various sites in the
canopy, depending on the gas solubility and affinity for materials on the surface of, and
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within, leaves, and at the soil-air interface. Resistance analogs can be used to quantify
the control imposed by these several pathways, applying the analysis to micrometeoro-
logical measurements of fluxes determined by gradient or eddy covariance techniques.

Figure 17.14 shows a resistance analog of dry deposition of sulfur dioxide to a
wheat canopy (Fowler and Unsworth, 1979). Resistances to turbulent transfer within
the canopy were much smaller than resistances associated with vegetation and soil sinks
and were ignored. There are four possible sinks in the canopy: (i) SO2 may diffuse
in through stomata, dissolve on cell walls in the substomatal cavity, and ultimately
be used as sulfate in plant metabolism. The canopy resistance component rc1 for the
stomatal pathway is therefore similar to the canopy resistance for water vapor loss, but a
correction is required for the smaller diffusivity of SO2 (p. 30); (ii) SO2 may be absorbed
or adsorbed onto the surface of leaves; the controlling resistance rc2 probably depends
on the surface structure, and on the physical and chemical properties of any deposited
particles, dust, other pollutant materials, etc.; (iii) if drops of water are present on leaf
surfaces they absorb SO2; the resistance rw is influenced by other soluble substances,
and increases as the liquid increases in acidity, eventually halting any further uptake of
SO2; (iv) SO2 transported through the canopy can be absorbed by the soil; the resistance
rc3 is smaller for chalky soils than for clays.

The flux Fs of SO2 to a crop can be described by Eq. (17.14),

Fs = S

raM + rb + rc
,

where S is the SO2 concentration at a reference height above the crop and rc, the canopy
resistance, is the resultant of the resistances in Figure 17.14 acting in parallel.

Fowler and Unsworth (1979) made measurements of Fs to a wheat crop in central
England throughout a growing season, using the aerodynamic method and a chemical
method for measuring SO2 concentration at five heights. Values of raM ranged from
10 to 200 s m−1 and rb was 20–100 s m−1 (the larger values in both cases being for
light winds at night). Using Eq. (17.14), values of rc were derived, and the component
resistances were estimated by interpreting diurnal changes. During the day, provided
that the crop was dry and not senescent, rc was dominated by the stomatal pathway;
consequently, the minimum values of rc during the day, 50–100 s m−1, give an approx-
imate value to rc1 (Figure 17.14). At night, when stomata closed, rc increased to about
250–300 s m−1 and this is an estimate of rc2. This value is about an order of magni-
tude lower than cuticular resistances for water vapor loss (allowing for the leaf area
index of about 4.5), indicating that there was an effective sink for SO2 on leaf surfaces.
Figure 17.15 shows an occasion when dew formed from about 0300 to 0600, and rc
decreased rapidly to about 100 s m−1, indicating that rw was the controlling resistance
in this case. Analysis of flux measurements when the crop was senescent suggested that
absorption of SO2 by soil below the canopy was not significant. From a knowledge of
the components of rc and of the seasonal mean SO2 concentration (50 µg m−3), it was
estimated that the wheat crop absorbed about 11 kg sulfur ha−1 (1.1 g sulfur m−2) in
the period May–July; 5 kg S ha−1 entering through stomata and 6 kg S ha−1 deposited
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Figure 17.14 Resistance analog of dry deposition of SO2 to a wheat canopy, showing aerody-
namic resistance, ra, additional boundary layer resistance, rb, and resistances in canopy, rc1, to
stomatal uptake, rc2, to surface deposition, rc3, to uptake by soil, and rw, to uptake by surface
moisture (from Fowler and Unsworth, 1979).

on leaf surfaces. Fowler et al. (1989) applied similar principles to estimate annual sulfur
deposition on forests by dry deposition and other processes.

These methods for measuring and analyzing SO2 fluxes are applicable to other
gaseous pollutants. For example, Wesely and Hicks (1977) used an eddy covari-
ance technique to study ozone deposition on maize, demonstrating that stomatal con-
trol formed the main component of rc, by day, but that, in contrast to the case for
SO2, absorption of ozone by soil below the canopy was also an important path-
way. Fowler et al. (1989) used resistance models to compare annual quantities of
gaseous pollutants dry deposited on grassland and forests with those deposited by wet
deposition.

Just as net carbon dioxide fluxes may be in either direction between leaves and the
atmosphere, so may fluxes of other trace gases for which there is a source associated
with plant metabolism. An example is ammonia (NH3). Noting that ammonium arises
in metabolic processes, and that it reaches equilibrium in plant tissue with gaseous NH3,
Farquhar et al. (1980) postulated that there was a “compensation concentration” (χs)
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of NH3 in stomata such that fluxes of NH3 would be into leaves when atmospheric con-
centrations exceeded χs, but would be from leaves at atmospheric concentrations below
χs. It would be expected that χs would depend on the nitrogen (N) status of the plant
tissue. Sutton et al. (1993a,b) used the aerodynamic gradient method in conjunction
with filter packs to measure ammonia exchange over unfertilized (low N) semi-natural
vegetation and fertilized (high N) crops. As predicted by Farquhar, he found that the
direction of the flux depended on atmospheric NH3 concentration, and that the apparent
canopy compensation point differed with the nitrogen status of the vegetation. Figure
17.16 (from Sutton et al., 1995) illustrates these findings. By modifying the resistance
model of Figure 17.14 to include a compensation concentration of NH3 within foliage
and sources of NH3, a model was developed that explained observations and could
be applied to estimate annual dry deposition of NH3 to various ecosystems and at the
regional scale (Asman et al., 1998; Nemitz et al., 2001).

Figure 17.15 Diurnal variations of SO2 deposition velocity vg , canopy resistance, rc, windspeed,
u, and SO2 concentration, S, over a wheat crop. Durations of dew deposition and of estimated
stomatal opening are also shown. All height-dependent parameters are referred to 1 m above the
zero plane (from Fowler and Unsworth, 1979).
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Figure 17.16 Variation of fluxes of ammonia (NH3) between the atmosphere and two types of
vegetation canopies with ammonia concentration. (Fluxes are plotted as positive when the flux
of ammonia was from the vegetation to the atmosphere) (from Sutton et al., 1995).

17.3 Measurement and Modeling of Transport
within Canopies

17.3.1 Transfer Processes in Canopies

Much of the previous part of this chapter has been concerned with the measurement
and interpretation of vertical profiles or turbulent eddy transfer of heat, mass, and
momentum above plant canopies to deduce appropriate fluxes and to identify control-
ling resistances. A logical extension is to deduce fluxes within canopies by analyzing
in-canopy measurements, and hence to investigate how different layers in the canopy
contribute to and control the total flux. This problem has challenged environmental
physicists for more than 50 years. Initial research tried to relate observed local mean
concentration gradients (profiles) in the canopy to local turbulent fluxes using one-
dimensional turbulent diffusivity theory (K-theory, see p. 306). However, as discussed
earlier (pp. 316–317), numerous theoretical analyses (e.g. Raupach 1989) and experi-
mental measurements (e.g. Denmead and Bradley, 1985) have demonstrated that scalar
and momentum fluxes in canopies do not obey K-theory. Finnigan (1985) and others
pointed out that diffusivity can be defined as a simple function of the transporting
mechanism (i.e. a flux-gradient relationship) only if the scale of the mechanism is
much smaller than the scale of the gradients. Within canopies, it was thought for some
time that turbulence (the transporting mechanism) was generated mainly in the wakes
behind leaves and other within-canopy structures, which are much smaller than mean
gradients of windspeed and other entities in canopies, so the concepts of a local eddy
diffusivity and a flux-gradient relationship seemed appropriate. But measurements (see



Micrometeorology 345

Figure 17.17 The vertical profile of air temperature (averaged over 1 h) and simultaneous mea-
surements of sensible heat flux (H) by eddy covariance above and below the canopy of an
extensive Ponderosa pine forest (from Finnigan, 1985).

p. 317 and 332) reveal that, close to rough surfaces, large coherent eddies are the pri-
mary mechanisms of momentum and heat transfer, and their generation is more related
to the gross roughness of the canopy surface than to the fine structure of the elements.
These large eddies, which penetrate into vegetation canopies, are responsible for much
of the exchange between the canopy and the atmosphere, and violate the assumptions
of K-theory.

Experimental evidence illustrating the failure of flux-gradient relationships in
canopies and the role of large gusts in penetrating the canopy is shown in Figures 17.17
and 17.18 (Finnigan, 1985) (see also Figure 16.11). In Figure 17.17, the vertical tem-
perature profile, averaged over one hour, has a maximum in mid-canopy, consistent
with the likely zone of maximum absorption of solar radiation. Flux-gradient theory
would therefore predict sensible heat fluxes upwards (toward the free atmosphere) and
downwards (toward the ground) from this level, but the observed flux (H6) below the
canopy is “counter-gradient.” Figure 17.18, showing how the in-canopy temperature
profiles evolved over about 2 min during the flux measurement period, demonstrates
that transfer in this canopy was effected by large gusts, persisting for a minute or longer,
that replaced canopy air with cooler air from above.

If K-theory cannot be used to derive fluxes and source strengths from observed mean
concentrations in canopies, are other methods are available? Two approaches have
been used with some success, Lagrangian and Eulerian advection-diffusion models.
(In Lagrangian analysis, diffusion is computed by following a “parcel” of air as it
is advected by the mean wind; in Eulerian models the solution is obtained relative
to a fixed grid. Data that need to be specified a priori differ somewhat between the
methods, but for both approaches it is necessary to specify or calculate the flow field in
the canopy.) Details of both methods are beyond the scope of this book but consulting
the following examples would provide a good introduction.
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Figure 17.18 Profiles of temperature averaged over 10 s and taken during a short slice of the
hour depicted in Figure 17.17. The start time of each period was advanced by 18 s for each
profile. Dashed lines are contours of constant temperature, and the baseline for the temperature
profiles was 18.5 ◦C (from Finnigan, 1985).

Raupach (1989) developed a Lagrangian “Localized Near-field” (LNF) theory of
dispersion in plant canopies, which has been applied reasonably successfully by sev-
eral groups. For example, Leuning et al. (2000) applied the LNF method to estimate
source/sink distributions of heat, carbon dioxide, water vapor, and methane in a rice
canopy from observations of concentration fields and turbulence statistics (the so-called
inverse method).

Katul et al. (2001) tested an Eulerian model developed by Katul and Albertson
(1999) with data from the rice canopy study of Leuning et al. (2000) mentioned above.
The model coupled scalar and momentum transport together in the canopy to infer
sources and sinks from mean concentration profiles. The model calculations agreed
well with measured fluxes at the top of the canopy. However, the model indicated a
very different distribution of CO2 source/sink distributions in the canopy than was
inferred by Leuning et al. (2000) using the LNF model. Katul et al. (2001) concluded
that, in general, estimating the source distribution from mean concentrations of scalars
within a canopy is complicated by many processes that are not well resolved by either
Eulerian and Lagrangian methods. For dense canopies, Harman and Finnigan (2008)
argued that a simple one-dimensional model of in-canopy flow, coupled to a model of
roughness sublayer transport above the canopy, could successfully reproduce profiles
and sink/source distributions of momentum and water vapor. Siqueira and Katul (2010)
extended the approach for application to CO2 fluxes, and showed that their model
generated reasonable profiles of CO2. However, for reasons explained above, even these
updated one-dimensional models are unlikely to be applicable to less dense canopies.

The development of inverse methods, using numerical models to estimate sources
and sinks from observed concentrations and flow fields, is likely to continue to be
an active area of research, but there are major challenges, since atmospheric inverse
modeling problems are mathematically ill posed and inherently unstable (Styles et al.,
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2002), and small errors in observations can be transformed into large uncertainties in
predicted source distributions.

17.3.2 Synthesizing Profiles in Canopies

Although the nature of transport in crop canopies is not fully understood, it is possible
to simulate realistic in-canopy microclimates from a known distribution of sources and
sinks. This apparent inconsistency arises for two reasons: (i) As mentioned earlier,
the source and sink strengths deduced from observed profiles are extremely sensitive
to the shape of the measured profiles. Although this limits the scope for deducing the
distribution of flux from measurements of profiles, the converse relationship means that
plausible profiles can be generated by integration from an approximate distribution of
sources; (ii) the main restrictions on the transfer of water vapor, CO2, and some pollutant
gases between the atmosphere and leaves are associated with stomata, so a realistic
distribution of stomatal resistance in various layers of a canopy can be combined with
a relatively uncertain model of atmospheric transfer between layers to produce canopy
profiles. Several models of sensible and latent heat transfer in the literature follow the
same procedure:

i. the distribution of radiant energy in the canopy is expressed as a function of cumu-
lative leaf area index,

ii. the net radiation absorbed by each leaf is partitioned between sensible and latent
heat, making assumptions about the distribution of stomatal and leaf boundary layer
resistances,

iii. transfer within the canopy is estimated using diffusion models (K-theory,
Lagrangian, or Eulerian models).

Models of this type were developed by Waggoner and Reifsnyder (1968), Goudriaan
(1977), McNaughton and van den Hurk (1995), and Baldocchi and Meyers (1998). As
a generalization, the models demonstrate that the exchange of heat and water vapor
between a canopy and the air above it depends much more critically on the behavior of
stomata than on the structure of the microclimate within the canopy.

While models can provide some insight into the distribution of sources and sinks
in canopies, they are often weak in simulating exchange between the atmosphere and
the soil below the canopy, because the controls on fluxes (resistances) associated with
the soil surface and boundary layer are difficult to define in a convenient form. This
is seldom of major importance below dense canopies, but merits further work for
sparse canopies and for early stages of crop development. An attempt to solve the heat
balance equations for a canopy and soil divided into four discrete layers was described
by Choudhury and Monteith (1988), and similar approaches have been used to estimate
evaporation from sparse canopies (Shuttleworth and Wallace, 1985).

17.3.3 Modeling the “Footprint” of Fluxes

The “footprint” of a flux measurement describes the upwind source area that contributes
to flux sensed by instrumentation at a measuring point. Diffusion models have been
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Figure 17.19 The source probability density function (pdf) of flux footprints for observations
at several heights within and above a “generic” forest assuming near-neutral stability. The pdf
is the probability that fluid elements released at numerous positions upwind will be observed at
the defined height. The height (h) of the forest was assumed 16 m, zero plane displacement d
was 0.60 h, and roughness length z0 was 0.10 h. An exponential wind profile within the canopy
was assumed (from Baldocchi, 1997).

particularly useful for interpreting fluxes above and within canopies by quantifying
flux footprints and hence explaining the extent to which spatial variation in upwind
sources and sinks contributes to the measured flux. More specifically, flux footprints
define the probability that a flux contribution originating at a particular point upwind
will be detected at the measuring point. Schmid (2002) reviewed this literature compre-
hensively. Flux footprints for measurements above canopies can be estimated reliably
using Eulerian or Lagrangian diffusion models, and provide greater insight into the rela-
tions between source area and measurement height than older rule-of-thumb “fetch”
requirements (p. 291). Within canopies, the calculations are more problematic because
the velocity, time, and length scales of turbulence are heterogeneous and very different
from above canopies. Figure 17.19 illustrates flux footprints calculated by Baldocchi
(1997) for a forest, height 16 m, using a Lagrangian random walk model that could be
applied above and below canopies.

The figure demonstrates that measurements made at 32 m, twice the canopy height,
would include significant flux contributions from up to 3 km upwind in neutral stabil-
ity. In contrast, the probability functions for fluxes observed at 2 m height inside the
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canopy would peak at about 3 m upwind of the receptor, and very little flux informa-
tion would be received from beyond 20 m. This indicates the difficulties of measuring
representative below-canopy fluxes by micrometeorology when understories are het-
erogeneous, and of matching above- and below-canopy flux measurements to interpret
landscape-scale interactions with the atmosphere.

17.4 Problems

1. A field of short grass has roughness length z0 = 1 mm and zero plane displacement
d = 7 mm. Determine the variation of aerodynamic resistances to momentum
transfer (raM) and the additional aerodynamic resistance (rb) with windspeed in the
range 0.5–3.0 m s−1, assuming a measurement level of 5.0 m.

2. The friction velocity u∗ over a crop canopy is 0.25 m s−1, and the ratio �/γ is
2.0. Assume that the parameter B−1 has a value of 4.0, and that the relationship
between the canopy resistance rc (in s m−1) and the Bowen ratio β is given by
rc = 100 exp

[
3.22 − 4.6/(1 + β)

]
(as reported by Monteith, 1965). Over the range

0 < β < 10, determine variation of: (i) rc; (ii) the excess resistance r ′
c − rc; (iii)

the “true” canopy resistance r ′
c; (iv) the relative error made in using rc rather than

r ′
c (i.e. (r ′

c − rc)/r ′
c).

3. On a fine summer day, the measured latent heat flux λE at noon above a dense Dou-
glas fir forest was 200 W m−2. Net radiation Rn was 600 W m−2, soil heat flux was
50 W m−2, and air temperature and vapor pressure deficit at a reference level above
the canopy were 28.0 ◦C and 2.0 kPa, respectively. If the aerodynamic resistance
raM between the canopy and the reference height was 10.0 s m−1, estimate the
canopy resistance rc, stating any assumptions you need to make. If this resistance
remained constant, how would λE vary with saturation deficit? In practice, would
you expect to see this variation?

4. For the data in Problem 3, assume that the observed concentration of sulfur dioxide
(SO2) at the reference height over the forest was 100 µg m−3. If the canopy
resistance for stomatal uptake of SO2 was the same as that for water vapor loss
calculated in Problem 3, but there was a parallel resistance of 300 s m−1 for
deposition of the gas on leaf surfaces, estimate the rate of SO2 deposition from the
atmosphere and the fraction of SO2 entering the plant. Are the assumptions made
likely to be valid?
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Table A.1 Dimensions, SI Units, and conversion factors to c.g.s. for Common Quantities

Quantity Dimensions SI c.g.s.

Length L 1 m 102 cm
Area L2 1 m2 104 cm2

Volume L3 1 m3 106 cm3

Mass M 1 kg 103 g
Density M L-3 1 kg m−3 10−3 g cm−3

Time T 1 s (or min, h, etc.) 1 s
Velocity L T-1 1 m s−1 102 cm s−1

Acceleration L T-2 1 m s−2 102 cm s−2

Force M L T-2 1 kg m s−2 = 1 N(Newton) 105 g cm s−2 = 105 dynes
Pressure M L-1 T-2 1 kg m−1 s−2 = 1 N m−2(Pascal) 10 g cm−1 s−2 = 10−2 mbar
Work, energy M L2 T-2 1 kg m−2 s−2 = 1 J(Joule) 107 g cm−2 s−2 = 107 ergs
Power M L-2 T-3 1 kg m2 s−3 = 1 W(Watt) 107 g cm−2 s−3 = 107 ergs s−1

Dynamic viscosity M L-1 T-1 1 N s m−2 10 dynes s cm−2 = 10 Poise
Kinematic viscosity L-2 T-1 1 m−2 s−1 104 cm−2 s−1 = 104 Stokes
Temperature 1 ◦C (or 1 K) 1 ◦C (or 1 K)
Heat energy H (or M L2 T-2) 1 J 0.2388 cal
Heat or radiation flux H T-1 1 W 0.2388 cal s−1

Heat flux density H L-2 T-1 1 W m−2 2.388 × 10−5 cal cm−2 s−1

Latent heat H M-1 1 J kg−1 2.388 × 10−4 cal g−1

Specific heat H M-1 è-1 1 J kg−1 K−1 2.388 × 10−4 cal g−1 K−1

Thermal conductivity H L-1 è-1T-1 1 W m−1 K−1 2.388 × 10−3 cal cm−1 s−1 K−1

Thermal diffusivity (and other diffusion coefficients) L2 T-1 1 m2 s−1 104 cm2 s−1
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Table A.2 Properties of Air, Water Vapor and CO2 (treated as constant between −5 ◦C and
45 ◦C)

Air Water vapor Carbon dioxide

Specific heat (J g−1 K−1) 1.01 1.88 0.85

Prandtl number Pr = (ν/κ) 0.71 – –
Pr0.67 0.79 – –
Pr0.33 0.89 – –
Pr0.25 0.92 – –

Schmidt number Sc = (ν/D) – 0.63 1.04
Sc0.67 – 0.74 1.02
Sc0.33 – 0.86 1.01
Sc0.25 – 0.89 1.01

Lewis number Le = (κ/D) – 0.89 1.48
Le0.67 – 0.93 1.32
Le0.33 – 0.96 1.14
Le0.25 – 0.97 1.11



376
Principles

of
E

nvironm
entalPhysics

Table A.3 Properties of Air, Water Vapor, and CO2 (changing by less than 1% per K)

Temperature Densities of air Virtual
temperature
of air

Latent
heat of
vaporization
of water

Psychrometer
constant

Thermal
conductivity
of air

Molecular diffusion
coefficients of air

Symbol T ρa ρas (T) Tv λ γ k κ ν Dv Dc

Unit ◦C K kg m−3 ◦C J g−1 Pa K−1 mW m−1 K−1 10−6 m2 s−1

−5 268.2 1.316 1.314 −4.57 2513 64.3 24.0 18.3 12.9 20.5 12.4
0 273.2 1.292 1.286 0.64 2501 64.6 24.3 18.9 13.3 21.2 12.9
5 278.2 1.269 1.265 5.92 2489 64.9 24.6 19.5 13.7 22.0 13.3

10 283.2 1.246 1.240 11.32 2477 65.2 25.0 20.2 14.2 22.7 13.8
15 288.2 1.225 1.217 16.87 2465 65.5 25.3 20.8 14.6 23.4 14.2
20 293.2 1.204 1.194 22.62 2452 65.8 25.7 21.5 15.1 24.2 14.7
25 298.2 1.183 1.169 28.62 2442 66.2 26.0 22.2 15.5 24.9 15.1
30 303.2 1.164 1.145 34.97 2430 66.5 26.4 22.8 16.0 25.7 15.6
35 308.2 1.146 1.121 41.73 2418 66.8 26.7 23.5 16.4 26.4 16.0
40 313.2 1.128 1.096 49.03 2406 67.1 27.0 24.2 16.9 27.2 16.5
45 318.2 1.110 1.068 57.02 2394 67.5 27.4 24.9 17.4 28.0 17.0

ρa density of dry air

ρas (T) density of air saturated with water vapor at temperature T ◦C

Tv virtual temperature of saturated air

λ latent heat of vaporization of water

γ cpρ/λε—‘psychrometer constant’

k thermal conductivity of dry air

κ thermal diffusivity of dry air

ν kinematic viscosity of dry air

Dv diffusion coefficient of water vapor in air

Dc diffusion coefficient of CO2 in air
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Table A.4 Quantities changing by more than 1% per K. es(T ) Saturation Vapor Pressure at
Temperature T (◦C); � Change of Saturation Vapor Pressure per K, i.e. ∂es/∂T ; σ T 4 Full
Radiation at Temperature T (K); 4σ T 3 Change of Full Radiation per K. Note that the quantities
� and 4σ T 3 can be used as mean differences to interpolate between the tabulated values of es
and σ T 4 respectively

T es(T) �(T) σT4 4σT3

(◦C) (K) kPa Pa K−1 W m−2 W m−2 K−1

−5 268.2 0.421 32 293.4 4.4
−4 269.2 0.455 34 297.8 4.4
−3 270.2 0.490 37 302.2 4.5
−2 271.2 0.528 39 306.7 4.5
−1 272.2 0.568 42 311.3 4.6

0 273.2 0.611 45 315.9 4.6
1 274.2 0.657 48 320.5 4.7
2 275.2 0.705 51 325.2 4.7
3 276.2 0.758 54 330.0 4.8
4 277.2 0.813 57 334.8 4.8
5 278.2 0.872 61 339.6 4.9
6 279.2 0.935 65 344.5 5.0
7 280.2 1.001 69 349.5 5.0
8 281.2 1.072 73 354.5 5.1
9 282.2 1.147 78 359.6 5.1

10 283.2 1.227 83 364.7 5.2
11 284.2 1.312 88 369.9 5.2
12 285.2 1.402 93 375.1 5.3
13 286.2 1.497 98 380.4 5.3
14 287.2 1.598 104 385.8 5.4
15 288.2 1.704 110 391.2 5.4
16 289.2 1.817 117 396.6 5.5
17 290.2 1.937 123 402.1 5.6
18 291.2 2.063 130 407.7 5.6
19 292.2 2.196 137 413.3 5.7
20 293.2 2.337 145 419.0 5.7
21 294.2 2.486 153 424.8 5.8
22 295.2 2.643 162 430.6 5.8
23 296.2 2.809 170 436.4 5.9
24 297.2 2.983 179 442.4 6.0
25 298.2 3.167 189 448.3 6.0
26 299.2 3.361 199 454.4 6.1
27 300.2 3.565 210 460.5 6.2
28 301.2 3.780 221 466.7 6.2
29 302.2 4.006 232 472.9 6.3
30 303.2 4.243 244 479.2 6.3
31 304.2 4.493 257 485.5 6.4
32 305.2 4.755 269 492.0 6.5
33 306.2 5.031 283 498.4 6.5
34 307.2 5.320 297 505.0 6.6

(Continued)



378 Principles of Environmental Physics

Table A.4 (Continued)

T es(T) �(T) σT4 4σT3

(◦C) (K) kPa Pa K−1 W m−2 W m−2 K−1

35 308.2 5.624 312 511.6 6.7
36 309.2 5.942 327 518.3 6.7
37 310.2 6.276 343 525.0 6.8
38 311.2 6.262 357 531.8 6.9
39 312.2 6.993 376 538.7 6.9
40 313.2 7.378 394 545.6 7.0
41 314.2 7.780 413 552.6 7.1
42 315.2 8.202 432 559.7 7.1
43 316.2 8.642 452 566.8 7.2
44 317.2 9.103 473 574.0 7.3
45 318.2 9.586 494 581.3 7.3
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Table A.5 Nusselt Numbers for Air

(a) Forced Convection

Shape Case Range of Re Nu

(1) Flat plates
Streamline flow < 2 × 104 0.60 Re0.5

Turbulent flow > 2 × 104 0.032 Re0.8

(2) Cylinders

Narrow range of
Reynolds
numbers

1 − 4 0.89 Re0.33

4 − 40 0.82 Re0.39

40 − 4 × 103 0.62 Re0.47

4 × 103 − 4 × 104 0.17 Re0.62

4 × 104 − 4 × 105 0.024 Re0.81

or

Wide range of
Reynolds
numbers

10−1 − 103 0.32 + 0.51 Re0.52

103 − 5 > 104 0.24 Re0.60

(3) Spheres
0 − 300 2 + 0.54 Re0.5

50 − 1.5 × 105 0.34 Re0.6

Notes

(i) Arrows show direction of airflow

(ii) d is characteristic dimension; take width of a long crosswind strut as shown or mean side for a rectangle whose width

and length are comparable

(iii) To find corresponding Sherwood numbers multiply Nu by Le0.33 (see values in Table A.1)

(iv) Sources—Ede (1967), Fishenden and Saunders (1950), Bird, Stewart and Lightfoot (1960)
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Table A.5 (Continued)

(b) Free Convection

Shape and relative
temperature

Range
Laminar flow Turbulent flow Nu

(1) Horizontal flat plates or
cylinders

Gr < 105 0.50 Gr0.25

Gr > 105 0.13 Gr0.33

Arrangement not
conductive to
turbulence

0.23 Gr0.25

104 < Gr < 109 0.48 Gr0.25

Gr > 109 0.09 Gr0.33

(2) Vertical flat plates
or cylinders

104 < Gr < 109 0.58 Gr0.25

109 < Gr < 1012 0.11 Gr0.33

(3) Spheres Gr0:25 < 220 2 + 0.54 Gr0.25

Notes

(i) Arrows indicate direction of air circulation

(ii) d is characteristic dimensions for calculation of Gr: take height for vertical plate and average chord for horizontal plate

(iii) To find corresponding Sherwood numbers, multiply Nu by Le0.25 for laminar flow or turbulent flow (see values in Table

A.1)

(iv) Sources—Ede (1967), Fishenden and Saunders (1950), Bird, Stewart and Lightfoot (1960)
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Table A.6 Characteristic quantities for particle transfer in air∗: D Diffusion coefficient
(m2 s−1); τ Relaxation time (µs); �xB Mean displacement in 1 s in a given direction
2(Dt/π)0.5(µm);�xs Distance fallen in 1 s under gravity (µm)

Radius r (µm) D (10−9 m2 s−1) τ (10−6 s) �xB (µm) �xs (µm)

1.0×10−3 1.28 × 103 1.33 × 10−3 1.28 × 103 1.31 × 10−2

5.0×10−3 5.24 × 101 6.76 × 10−3 2.58 × 102 6.63 × 10−2

1.0×10−2 1.35 × 101 1.40 × 10−2 1.31 × 102 1.37 × 10−1

5.0×10−2 6.82 × 10−1 8.81 × 10−2 2.95 × 101 8.64 × 10−1

0.1 2.21 × 10−1 0.23 1.68 × 101 2.24
0.5 2.7 × 10−2 3.54 5.90 3.47 × 101

1.0 1.3 × 10−2 1.31 × 101 4.02 1.28 × 102

5.0 2.4 × 10−3 3.08 × 102 1.74 3.0 × 103

10.0 1.4 × 10−3 1.23 × 103 1.23 1.2 × 104

∗From Fuchs (1964), calculated at 23 ◦C, standard atmospheric pressure; particle density 1 g cm−3.
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Chapter 2

2.6 Assuming that g is unchanged, � = g/cp, and cp = 7
2

R
M = 7

2 × 8.31
10 . Hence

� = 9.81×10×2
7×8.31×1000 = 0.0034 K m−1.

Chapter 3

3.1 r = ∫ dz
D = 1×10−3

15.1×10−6 = 66 s m−1. If pressure is reduced from 101.3 to

70 kPa, r = 66 × 70/101.3 = 46 s m−1.
To convert resistances from s m−1 to molar units of m2 s mol−1, divide by the

molar volume of air, which is 273/(293 × 0.0224) = 41.6 mol m−3 at 101.3 kPa
and 20 ◦C, and 70.0 × 273/(293 × 101.3 × 0.0224) = 28.7 mol m−3 at 70.0 kPa
and 20 ◦C. Hence the resistance in molar units is independent of pressure and is
66/41.6 = 46/28.7 = 1.59 m2 s mol−1. This conservative property of molar
resistances makes them preferable for some calculations.

Chapter 4

4.1 Energy per photon is 6.63 × 10−34 × 3.0 × 108/300 × 10−6 = 6.63 × 10−22 J.
The photon flux is therefore 20/6.63 × 10−22 = 3.0 × 1022 photons m−2 s−1 or
3.0 × 1022/6.02 × 1023 = 0.050 mol m−2 s−1.

4.2 λmax = 2897/3000 = 0.97 µm.

Chapter 5

5.1 Civil twilight is when ψ = 96◦ and sunset is when ψ = 90◦. The small cor-
rection in the following calculations for the equation of time is ignored. To find
the hour angle θ at civil twilight, solve the equation cos 96 = sin 51.5 sin 23.5 +
cos 51.5 cos 23.5 cos θ , giving cos θ = −0.730 and θ = 136.9◦. Hence astro-
nomical twilight is 136.9/15 = 9.13 h after solar noon. Similarly (or using the
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simplification of Eq. 5.4) θ at sunset is 123.1◦, so sunset is 123.1/15 = 8.21 h
after solar noon. The difference is therefore 0.92 h, or 55 min.

5.2 At solar noon ψ = φ − δ = 45.0 − 23.5 = 21.5◦. Hence m = sec 21.5 = 1.075.
Then Sp = 1366 exp (−0.30×1.075)( exp −(1.075× τa)) = 990 exp (−1.075×
τa), and Ss = Sp cosψ .

Diffuse radiation is calculated as Sd = 0.3×1366×cos 21.5(1−exp (− (τm +
τa) × 1.075)), and St = Ss + Sd. The table shows results of the calculations in
W m−2 for the three values of τa.

τa Sp Ss Sd St
0.05 941 875 118 993
0.20 802 746 160 906
0.40 644 599 202 801

5.3 The daylength n = 24π−1 cos−1 (−tan 45.0 tan 23.5) = 15.4 h. Insolation is
2nπ−1 Stm where Stm is the irradiance at noon. Consequently the insolation at
τa = 0.05, 0.20, and 0.40 is 35.0, 32.0, and 28.3 MJ m−2 respectively.

5.4 Ld = 356 W m−2; εa = 0.79.
When c = 0.5, εa(c) = 0.88, and Ld(c) = 0.88 × 448 = 393 W m−2.

5.5 Corrected irradiances are A = 916; B = 120; C = 465; D = 25 W m−2. Then
(i) 120/916 = 0.13; (ii) (120 − 25)/120 = 0.79; (iii) (916 − 465 − 120 + 25)/
(916 − 120) = 356/796 = 0.45.

5.6 Assuming that the soil and soot are perfect black body radiators, Lu = 545 W m−2,
so Tsoot = 40 ◦C.

Chapter 6

6.1 kred = 0.23; kbluegreen = 0.014. Fractional transmission at 100 m is 1.03×10−10/

0.246 = 4.2 × 10−10.

6.2 Assume that PAR is 50% of the total irradiance. Then ρt = 0.5ρPAR + 0.5ρNIR;
ρNIR = 0.3/0.5 = 0.6. An adaptive benefit of the large reflection coefficient for
NIR could be efficient use of PAR but weak absorption of NIR, thus reducing
overheating.

Chapter 7

7.2 x = 5; Ah/A = (2×5×cot 10◦)/π+1
(2×5)+2 = 19.1

12 = 1.59,

Sb = 1.59Sb = 1.59 × sin 10◦ × Sp = 1.59 × 0.174 × 800 = 221 W m−2.
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7.3 Short-wave: Upper surface

0.933 × 150 + 0.067 × 0.15 × 150 = 142 W m−2.

Lower surface

0.067 × 150 + 0.933 × 22.5 = 31 W m−2.

Long-wave: Upper surface

0.933 × 290 + 0.067 × 391 = 297 W m−2,

0.067 × 290 + 0.933 × 391 = 384 W m−2.

Chapter 8

8.1 Ks = 2( cot β)/π = 0.637

i. Sb(L) = 500 exp (− 0.637 × 4) = 39.1 W m−2.
ii. Fractional area of sunflecks is Sb(L)/Sb(0) = 39.1/500 = 0.078.

iii. Mean irradiance per unit leaf area is KsSb(L) = 0.637×39.1 = 24.9 W m−2.

8.2 When β = 60◦,Ks would be 0.5/ sin 60◦(=0.577) if the leaf distribution was
spherical, and 2( cot 60◦)/π(= 0.368) if the distribution was cylindrical.

The observed S(L)/S(0) = 1 − 0.8 = 0.2 = exp (−Ks × 3). Hence observed
transmission corresponds to Ks = − ln 0.2/3 = 0.54, so the distribution most
closely corresponds to spherical.

8.3 Treat the radiation as diffuse when observed over a full day. Then Figure 8.3 gives
K = 0.67.

i. τ = exp (−0.67 × 3.0) = 0.13.
ii. Interception = 1 − τ = 0.87.

iii. (1 − 0.95) = exp (−0.67L); L = 4.5.

8.4 Given: ρ = τ = 0.15 for PAR,

a. absorption coefficient
αp = 1 − τ − ρ

= 1 − 2(0.15)
= 0.70.

b. Reflection coefficient of the canopy (PAR),
ρ∗

c = (1 − α0.5
p )/(1 + α0.5

p ) = 0.09.
c. Repeat (a) and (b) for NIR when ρ = τ = 0.40,
αp = 1 − 0.40 − 0.40 = 0.20,
ρ∗

c = (1 − α0.5
p )/(1 + α0.5

p ) = 0.38.
d. Calculate ρ∗

c for the whole solar spectrum,
ρ∗

ctotal = 0.5 × (ρ∗
cPAR)+ 0.5 × (ρ∗

cNIR) = 0.24,
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8.5 a. αp = 1 − τp − ρp
= 1 − 0.10 − 0.10
= 0.80,

K = α0.5
p Kb

= (0.800.5)× 1
= 0.89.

b. Neglecting second-order terms,
ρc = ρ∗

c − (ρ∗
c − ρs) exp (−2KL)

and ρ∗
c = (1 − α0.5

p )/(1 + α0.5
p ) = 0.056

so ρc = 0.056 − (0.056 − 0.15) exp (−2 × 0.89 × 1)
= 0.072,

τc = exp (−KL)
= exp (−0.89 × 1)
= 0.41.

c. αc = 1 − ρc − τc(1 − ρs)

= 1 − 0.072 − 0.41(1 − 0.15)
= 0.58.

d. Interception is defined as (1 − τc), so αc/(1 − τc) = 0.98. Thus 98% of the
PAR radiation intercepted by the sparse canopy is absorbed. If the problem had
been set up for total solar radiation, the ratio would have been closer to 0.75.

Chapter 9

9.1 As Rep is small (Rep = 0.5 × 10−3 × 4.2 × 10−6/15 × 10−6 = 0.14 × 10−3),
use the relation cd = 24/Rep = 171.

Chapter 10

10.1 For the flat plate, Re = 2.0 × 50 × 10−3/15 × 10−6 = 6.6 × 103.
Nu = 0.60 Re0.5 = 49. For the leaf, Nu = 2 × 49 = 98.

Then convective heat transfer is C = 98 × 26 × 10−3 × 1.5/50 × 10−3 =
76 W m−2.

10.2 Re = 8 × 10−3 × 0.05/15 × 10−6 = 2.7
Gr = 158 × 0.83 × 5 = 404

Gr/Re2 = 55, so heat transfer is dominated by free convection. Assume that
Nu = 0.58Gr0.25. Hence Nu = 4.5 and C = 4.5 × 26 × 10−3 × 5/8 × 10−3 =
73 W m−2.

10.3 In equilibrium, the net radiation must balance convective heat loss. The net radi-
ation is Rn = (1 − 0.4)300 + σT 4

a − σT 4
t . Writing the difference between

air and thermometer temperature (Ta − Tt) as �T , it follows that, for small
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temperature differences, Rn = (1 − 0.4)300 + 4σT 3
a �T . The rate of con-

vective heat loss is given by C = −ρcp�T /80. Hence, equating the fluxes,
−ρcp�T /80 = 180 + 4σT 3

a �T . Solving for �T gives �T = −8.7 ◦C, i.e.
Tt = 28.7 ◦C.

i. Increasing the reflection coefficient gives�T = −1.4 ◦ C, i.e. Tt = 21.4 ◦C.
ii. Adding a radiation shield that reduced ventilation increases rH to 113 s m−1

and gives �T = −5.5 ◦C, i.e. Tt = 25.5 ◦C.

10.4 The net radiation balance of the bud, temperature Tb, is Rn = 0.5 × 230 +
0.5 × σ × 2734 − σT 4

b . If Tb is to be maintained at 273 K, it follows that Rn =
115 + 158 − 316 = −43 W m−2. This radiative loss must be balanced by heat
gain of 43 W m−2 if the bud is to maintain thermal equilibrium. The heat gain
could be from convection (fans warming the air near the ground) or from latent
heat (spraying the bud with water).

10.5 Re = 0.30 × 0.15/16 × 10−6 = 2.8 × 103,
Gr = 158 × 303 × 40 = 1.7 × 108,

Gr/Re2 = 22, so heat transfer is dominated by free convection and the flow
is assumed laminar. Using the relation Nu = 0.48Gr0.25 gives Nu = 55, and
C = 55 × 27 × 10−3 × 40/0.30 = 198 W m−2.

10.6 Using Eq. 10.21, G = k′(T1 − T2)/(r2 ln (r2/r1)). Then G = 0.60 × 7/(0.10 ln
(0.10/0.08)) = 188 W m−2.

Chapter 11

11.1 Saturation vapor pressure at 25 ◦C is 3167 Pa. Vapor pressure at 60% relative
humidity is 0.60 × 3167 = 1900 Pa.

i. Absolute humidity in the leaf is χl = 2.17 × 3167/298 = 23.1 g m−3.
Absolute humidity in the air is χa = 0.60 × 23.1 = 13.9 g m−3.

ii. a. Fw = Dw(χl − χa)/l = 25.3 × 10−6 × (23.1 − 13.9)/10 × 10−6 =
23.5 g m−2 s−1.

b. Resistance of one stoma is l/Dw = 10×10−6/25.3×10−6 = 0.40 s m−1.

iii. rl = 4[l + (πd/8)]/πnd2 Dw = 4[10 × 10−6 + (π × 5 × 10−6/8)]/(π ×
200 × 106 × (5 × 10−6)2 × 25.3 × 10−6

rl = 120 s m−1. This value is typical for herbaceous plants when freely
supplied with water.

11.2 For a single pore, 100 µm long and 6 µm diameter, the resistance is rp =
(l + πd/8)/Dw = (100 × 10−6 + (π × 6 × 10−6/8))/25 × 10−6 = 4.0 s m−1.

The evaporation rate per unit area of membrane is E = (nπd2/4)�χ/rp where
�χ is the difference in absolute humidity across the pore. Since χinside = 2.17×
4243/303 = 30.4 g m−3, and χoutside = 2.17 × 0.30 × 421/268 = 1.02 g m−3,



388 Principles of Environmental Physics

�χ = 29.4 g m−3. Then E = 109 ×π × (6 × 10−6)2 × 29.4/4.0 = 0.21 g m−2

s−1. Hence λE = 525 W m−2.

11.3 Since rH for the upper and lower leaf surfaces in parallel is 40 s m−1, the value
of rH for each side is 80 s m−1. Then, combining total resistances for each side
in parallel gives (rt)

−1 = (80 + 100)−1 + (80 + 200)−1. Hence rt = 110 s m−1.

11.4 E = (χl − χa)/rt. The value of χl is 2.17 × 2337/293 = 17.3 g m−3, and
χa is 0.5 × 17.3 = 8.65 g m−3. Rearranging the flux equation gives rt =
8.65/(10.0 × 10−6 × 104) = 87 s m−1. The flux of carbon dioxide from the
ambient air to the leaf is Fc = 100 × 10−6 × 1.87 × 103/rc where rc is the
combined stomatal and boundary layer resistance for CO2 transfer. Assuming
that the transfer is taking place by forced convection, the ratio of the boundary
layer resistances for CO2 and water vapor transfer rc/rV is 1.32/0.93 = 1.42
and the ratio of the stomatal resistances is 1.14/0.96 = 1.19 (see section 11.1.1).
Since the boundary layer and stomatal resistances are not known individually, the
mean value for rc/rV, 1.30 may be used to estimate rt for carbon dioxide. Hence
Fc = 100 × 10−6 × 1.87 × 103/(87 × 1.30) = 1.7 mg CO2 m−2 s−1.

11.5 To determine whether the boundary layer flow is likely to be laminar or turbulent,
calculate Re, which is Re = 1.0 × 50 × 10−3/15.8 × 10−6 = 3165. Hence flow
is in the margin between laminar and turbulent for the leaf. If flow is laminar,
then Nu = 0.60Re0.5 = 34, and rH = l/(κNu) = 50 × 10−3/(22 × 10−6 ×
34) = 67 s m−1. Adopting an empirical correction factor of 1.5 to allow for
boundary layer turbulence, the value of rH becomes 67/1.5 = 45 s m−1, and
rV = 0.93rH = 41 s m−1.

If the leaf surface is wet, absolute humidity on the surface is χl = 2.17 ×
3167/298 = 23.1 g m−3, and χa = 0.6 × 23.1 = 13.8 g m−3. Then E =
(23.1 − 13.8)/41 = 0.23 g m−2 s−1 and λE = 2436 × 0.23 = 553 W m−2.

11.6 The evaporation rate per unit leaf area is E = 0.70/(100 × 10−4 × 600) =
0.117 g m−2 s−1. As in problem 11.5, χl = 2.17 × 3167/298 = 23.1 g m−3,
but this timeχa = 0.75×23.1 = 17.3 g m−3. Then the boundary layer resistance
is given by rb = (χl − χa)/E = (23.1 − 17.3)/0.117 = 49.3 s m−1.

11.7 As this is a free convection problem, begin by calculating the Grashof number
and then the Nusselt number.

i. Ignoring the humidity gradient,
Gr = 158d3(Ts − Ta) = 158 × 503 × (30 − 25) = 99 × 106. Appendix
A5 indicates that the flow will be laminar and Nu = 0.48Gr0.25 = 48. Then
rH = d/κNu = 0.50/(23 × 10−6 × 48) = 453 s m−1, and, assuming
rV/rH = 0.93, rV = 421 s m−1.

ii. Considering the humidity gradient, it is necessary to find the difference in
virtual temperature between the surface and the air. This is

Tvs−Tva = Ts(1+0.38es/p)−Ta(1+0.38ea/p) = (Ts−Ta)+0.38p−1(esTs−
eaTa) = (Ts − Ta)+ 0.38 × 10−5(4243 × 303 − (0.30 × 3167 × 298)). (Note
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the use of temperature in Kelvin). Hence Tvs −Tva = (Ts −Ta)+3.8 = 8.8 K.
Then Gr = 158d3(Ts − Ta) = 158×503 × (8.8) = 174 ×106, and Nu = 55.
The resistance to sensible heat transfer is rH = d/κNu = 0.50/(23×10−6 ×
55) = 395 s m−1 and rV = 368 s m−1.

The evaporation rate from the wet mud is E = ρcpδe/λγ rV. Taking humidity
gradients into account, this yields E = 1.2×103×(4243−0.30×3167)/(2430×
66.5 × 368) = 66 × 10−3 g m−2 s−1. Ignoring the buoyancy created by the
humidity gradient gives E = 58 × 10−3 g m−2 s−1, i.e. a 12% underestimation
in the flux.

Chapter 12

12.1 i. If the pollen grain obeys Stokes’ Law, then Vs = 2ρgr2/9ρav. Hence Vs =
2×0.8×106×9.81×(5×10−6)2/9×1.29×103×15×10−6 = 2.4 mm s−1.
To determine whether using Stokes’ Law is appropriate, calculate the particle
Reynolds number Rep.
Rep = 2.4 × 10−3 × 10 × 10−6/(15 × 10−6) = 1.6 × 10−3.
So Stokes’ Law is valid.

ii. In this case, Stokes’ Law predicts that Vs = 545 m s−1, but then Rep = 109×
103, so Stokes’ Law clearly is not adequate for calculating Vs. Using the itera-
tive method described in the text, with a first guess for drag coefficient of 0.44
eventually yields Vs = 13 m s−1. There is an interesting discussion of drag
coefficients at http://exploration.grc.nasa.gov/education/rocket/termvr.html

12.2 τ = m/6πνρar = 2r2ρp/9υρa,

i. τ = 2×(10×10−6)2 ×1×106/(9×15×10−6 ×1.2×103 = 1.23×10−3 s.
S = τV0 = 1.23 × 10−3 × 2.0 = 2.5 mm. Hence the probability of

deposition from turbulent flow in a bronchus of diameter 4 mm would be
high.

ii. τ = 3 × 10−6 s, and S = 6 µm. The probability of deposition would be low.

12.4 (This problem and solution were written by Dr. A.C. Chamberlain, who was
a special professor in the Environmental Physics group at the University of
Nottingham)

i. The drops do not obey Stokes’ Law, so their terminal velocities must be cal-
culated by trial and error, seeking to balance the gravitional force by the drag
force.

Radius of drop r(µm) 100 1000
Projected area A(m2) 3.14 × 10−8 3.14 × 10−6

Gravitational force Fg = mg (N) 4.10 × 10−8 4.10 × 10−5

The drag force on a drop with cross-section A, falling at velocity V , is
given by Fd = 0.5ρa AcdV 2. The dependence of the drag coefficient cd on

http://exploration.grc.nasa.gov/education/rocket/termvr.html
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drop Reynolds’ number is shown in Figure 9.6 or may be calculated from Eq.
9.13. Drag forces for a range of fall speeds for the two drop sizes are calculated
in the table below:

Radius of 100 1000
drop r (µm)

Velocity 0.5 0.6 0.7 5.0 6.0 7.0
V (m s−1)

Rep 6.7 8.0 9.3 670 800 930
cd 5.5 5.2 5.0 0.53 0.50 0.48
Drag force (N) 2.65 × 10−8 3.6 × 10−8 4.7 × 10−8 2.6 × 10−5 3.4 × 10−5 4.5 × 10−5

By interpolation, the gravitational force and drag force are equal when
V = 0.65 m s−1(100 µm drops) and V = 6.7 m s−1(1000 µm drops). These
are the terminal velocities of the drops.

ii. Knowing the terminal velocities, the stopping distances S0 and Stokes numbers
Stk (=S0/r) for 10 µm diameter particles impacting on falling drops can be
found using Appendix A.6 (S0 = 200 µm,Stk = 2.0 (for 100 µm drops);
S0 = 1700 µm, Stk = 1.7 (for 1000 µm drops)).

iii. The impaction efficiency cp can then be read off Figure 12.3, cp = 0.58
(100 µm drops) and 0.54 (1000 µm drops). Note that, because cp increases
with increasing relative velocity between the drop and the particle, it decreases
with increasing drop radius, so the net variation in cp with drop size is small.

iv. Now calculate the number of possible impacts on a drop per second. A raindrop
has volume 4πr3/3 and projected area πr2. Hence each drop, considered
as sweeping out a cylinder that just fits it, is equivalent to 4r/3 m of rain.
A rainfall rate of 1 mm h−1, or 0.28 × 10−6 m s−1 is therefore equivalent to
0.28 × 10−6/(4r/3) = 2.1 × 10−7r−1 drops s−1 through each point in the
atmosphere. Hence the number of drops per second (n) for 1 mm h−1 rainfall
is 2 × 10−3 with 100 µm drops and 2 × 10−4 with 1000 µm drops. The
washout coefficient� (s−1) = ncp = 1.2×10−3 (s−1) for 100 µm drops and
1.1 × 10−4 (s−1) for 1000 µm drops. Hence, for a given rate of rainfall, small
drops are more efficient than large drops in removing particles by impaction.

v. The fraction of aerosol remaining after a time t is fw = exp −�t . Hence,
after 1 h (t = 3600 s), fw is 0.013 (1.3%) for the 100 µm rain drops and
0.49 (49%) for the 1000 µm rain drops.

Chapter 13

13.1 The resistance of the thermometer to sensible heat transfer is rH = d/κNu.
The Nusselt number is given by Nu = 0.24Re0.60 = 0.24 × (3 × 10−3)0.6 ×
V0.6 = 5.65 V0.6. Hence rH = 3 × 10−3/(22.2 × 10−6 × 5.65 × V0.6) =
23.9 V−0.6 s m−1. The radiative resistance to heat transfer is rR = ρcp/4σT 3 =
210 s m−1. From Eq. 13.5, Tt = (rHTsh + rRTa)/(rR + rH). Rearranging,
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rH = rR(Tt − Ta)/(Tsh − Tt), which must be 0.1 × 210/4.9 = 4.3 s m−1.
Hence, V −0.6 = 4.3/23.9, and V = 17.6 m s−1.

13.4 When air temperature Ta = 22 ◦C,� = 162 Pa K−1 and γ = 66.3 Pa K−1.
The saturation deficit δ is 2643 − 1000 = 1643 Pa. Substituting values into the
Penman-Monteith equation gives λE = [162 × 300 + (1.2 × 103 × 1643/40)]/
[162 + 66.3(110/40)] = 284 W m−2. Then C = Rn − λE = 16 W m−2.
Since C = ρcp(Tl − Ta)/rH, (Tl − Ta) = 40 × 16/(1.2 × 103) = 0.53 ◦C, so
Tl = 22.5 ◦C.

13.6 The runner’s velocity, 19 km h−1, is 5.3 m s−1. Nusselt number Nu = 0.24
Re0.6 = 0.24 × (0.33 × 5.3/16 × 10−6)0.6 = 253. Reistance to sensible heat
transfer is rH = d/κNu = 0.33/(22.8 × 10−6 × 253) = 57 s m−1. Assume
that rV/rH = 0.93. Saturation deficit δ is (0.75 × 4243 − 2400) = 782 Pa.
Other parameters are � = 244 Pa K−1 and γ = 66.5 Pa K−1. Applying the
Penman-Monteith equation gives λE = [(0.75 × 244 × (300 + 600))+ (1.2 ×
103 × 782/57)]/[(0.75 × 244)+ (66.5 × 0.93)] = 739 W m−2. If the salt was
washed off, so that the relative humidity at the surface was 100%, but all other
terms remained the same, λE = 843 W m−2.

Chapter 14

14.1 The net isothermal radiation is Rni = (1 − 0.40)300 + 4σT 3�T = 180 +
6.0 × 9.6 = 240 W m−2. Then, applying Eq. 14.3, M + Rni − λEr − λEs =
140 + 240 − 11 − 98 = ρcp(Tc − Ta)/rHR = 1.2 × 103(31.6 − 22)/rHR, and
solving for rHR gives rHR = 43 s m−1. Assuming that the coat is not penetrated
by radiation, the flux of sensible heat through the coat is M − λEr − λEs =
ρcp(Tc − Ts)/rc, so, rearranging and substituting values gives the coat resistance
rc = 1.2 × 103(34.0 − 31.6)/(140 − 11 − 98) = 93 s m−1.

Subtracting the second algebraic equation from the first gives Rni = ρcp

[((Tc − Ta)/rHR) − ((Ts − Tc)/rc)], so if shading reduced Rni to 100 W m−2,
solution of this equation gives Tc = 28.2 ◦C. Denoting the new rate of latent heat
loss from the skin as λE′

s, the heat balance can be written
140 + 100 − 11 − λE′

s = 1.2 × 103(28.2 − 22)/43, giving λE′
s = 56 W m−2.

14.2 i. When the skin is dry, M + Rn − λEr = ρcp(Ts − Ta)/rHR. Rearranging to
solve for Ta gives Ta = [−rHR(M + Rn − λEr)/ρcp] + Ts = [−80(60 +
240 − 10)/1.2 × 103] + 33 = 13.7 ◦C.

ii. When the skin is covered in wet mud, surface temperature Tm. Heat flow
through the mud is described by ρcp(Ts − Tm)/rm = M − λEr. Solving for
Tm gives Tm = 33 − (8 × (60 − 10)/1.2 × 103) = 32.7 ◦C. Then, for the
mud-covered skin

M + Rni − λEr = [ρcp(Tm − Ta)/rHR] + [ρcp(esm − ea)/γ rv]. Assume
that rV/rHR = 0.93. Solving the equation gives Ta = 80 ◦C.
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Chapter 15

15.1 i. τ = 80 s.
ii. τ = 31 min.

15.2 630 W m−2. Sources are net radiation absorption and sensible heat transfer.
15.3 i. a. ρ′ = 1.03 × 106 g m−3, c′ = 0.90 J g−1 K−1; b. ρ′ = 1.38 ×

106 g m−3, c′ = 1.73 J g−1 K−1.
ii. a. κ ′ = 0.32 × 10−6 m2 s−1; D = 9.4 cm; b. κ ′ = 0.67 × 10−6 m2 s−1;

D = 18.4 cm.

15.5 (i) x = 0.40; (ii) ρ′c′ = 2.13 MJ m−3 K−1.
15.6 Extrapolating to the surface, Tsurface = −3.0 ◦C. Soil heat flux G = −k dT

dz =
−120 W m−2, and this must be equated to the net radiation Rn. Assuming that
the surface radiates like a perfect black body, it follows that Ld = −120+302 =
182 W m−2.

Chapter 16

16.1 i. z0 = 0.25 m; u∗ = 0.164 m s−1.
ii. raM = 52 s m−1.

16.2 i. u∗ = 0.89 m s−1.
ii. u30 = 3.89 m s−1; raM = 4.9 s m−1.

16.3 i. β = 0.50; C = 143 W m−2; λE = 287 W m−2.

16.4 i. The zero plane displacement can be found by trial and error, seeking a value
of d that produces the best straight-line relationship between ln (z − d) and
u. This value is approximately d = 0.56 m. Then u∗ = 0.32 m s−1 and
z0 = 6.3 cm.

ii. τ = 0.12 N m−2.
iii. raM = 24 s m−1.
iv. Fc = − 331.1−324.5

2.65−1.68 × 0.322 × 605
330 = 1.28 mg m−2 s−1 = 4.6 g m−2 h−1.

16.5 Using the trial- and -error method used in problem 16.4, (i) d = 0.15 m; (ii)
z0 = 0.03 m; (iii) u∗ = 0.20 m s−1; (iv) τ = 0.048 N m−2 (v) FO3 =
0.49 µg m−2 s−1; (vi) vg = 0.49/96 = 5 × 10−3 m s−1 = 5 mm s−1.

Chapter 17

17.3 rc = 228 s m−1. If the resistance remained constant, λE would increase linearly
with saturation deficit, but in reality many tree species increase their stomatal
resistance as saturation deficit increases, adjusting transpiration to balance the
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rate at which water can be transported from the soil through roots, stem and
foliage.

17.4 Resultant total resistance is 1
rt

= 1
228 + 1

300 = 130 s m−1. Then FSO2 =
100/130 = 0.77 µg m−2 s−1.

The flux into the plant is 100/228 = 0.44 µg m−2 s−1, so the fraction of the
flux entering the plant is 0.57.
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forced, 152, 180
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and long-wave radiation, 218
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influence of leaf shape and leaf  
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leaves, 159
plane surfaces, 157

Convective boundary layer (CBL), 242
Cosine law for emission and absorption, 42
Coupling between vegetation and the 

atmosphere, 243–246
Cylinder, flow around, 156, 163

impaction of particle on, 202

D

Damping depth, 284
Decoupling coefficient, 244–246
Deposition velocity, 32, 203, 208–209, 342
Dew, 236
Dew-point temperature, 13
Diffuse radiation, 61, 106, 115–116

angular distribution of, 61
Diffuse radiation

shape factors, 106
Diffusion coefficients, 29–33
Diffusion of particles (Brownian Motion), 33
Diffusivity, 29
Direct radiation, 59, 96, 106
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Drag on particles, 143
Droplet

radiative properties 55, 65, 68, 73
transport and impaction 203–205, 210, 305

Dry-bulb thermometer, 220

E
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Electromagnetic radiation, 37
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of radiation, 37
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scope of, 1
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F

Fetch, 290, 348
Flux footprint, 347–348
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Forced convection, 151–152, 180
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Free convection, 151, 153, 181
Friction velocity, 143

G

Gases, properties of, 5
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first law of thermodynamics, 7
hydrostatic equation, 7
lapse rate, 8
latent heat, 8
potential temperature, 10
pressure, 5
specific heats, 7
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temperature, 5
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conversions of units for flux and 
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forced convection, 180
free convection, 181
leaf stomatal resistances, 188
mass transfer and pressure, 196
measurements of diffusion  
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measurements of, 181
non-dimensional groups, 179
plane surfaces, 181
spheres, 184
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Grashof number, 153

H

Harmonic change, 279
Heat, transport of. See Transport  

of heat, mass, and momentum
Heat storage, 229
Heat transfer, 151–177

by convection, 151–169
forced convection, 152
free convection, 153
laminar and turbulent flow, 156
mixed convection, 154
non-dimensional groups, 151

by conduction
insulation, 171

coats—mixed regimes, 174
insulation of animals, 172
tissue, 173

measurements of convection
cylinders and spheres, 163
leaves, 159
plane surfaces, 157

resistances to convective heat  
transfer, 157

Homeotherm, 249
relation between basal metabolic  

rate and mass of, 251

I

Ideal gas equation, 11, 13
Impaction, 202

efficiency of, 204
examples of, 203
of particle on cylinder, 202

Imposed evaporation, 244
Inhalation, 167
Insulation, 171

of animals, 172
of still air, human clothing, sleeping bags, 

and duvets, 172
of tissue, 173

Interception of radiation
'black' leaves, 111

daily integration of absorbed  
radiation, 122

irradiance of foliage, 117
leaves with spectral properties, 119
net radiation, 129
remote sensing, 123
by animal coats, 125
diffuse radiation, 106–109
direct solar radiation, 95–106

Irradiance, 42–45 
Isothermal net radiation, 228, 262–270

K

Kinematic viscosity, 27
Kinetic theory, 5
Kubelka-Munk equations,  

48, 119–120, 125

L

Lagrangian diffusion, 347
Lambert’s Cosine law, 43
Laminar boundary layer, 32
Laminar flow, 156, 290
Lapse rate, 8
Liquids, properties of, 5

liquid-air interfaces, 21
water content and potential, 18

M

Mass, transport of. See Transport of heat, 
mass, and momentum

Mass transfer, 29
gases and water vapor, 179

coats and clothing, 196
forced convection, 180
free convection, 181
mass transfer through pores, 188
measurements of, 181
non-dimensional groups, 179
ventilation, 185

particles, 199
deposition, 202
non-steady motion, 201
steady motion, 199

Microclimatology of radiation
animals, 90
canopies of vegetation, 89
glass, 86
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interception by plant canopies and animal 
coats, 111

black leaves, 111
daily integration of absorbed  

radiation, 122
interception of radiation by animal 

coats, 125
irradiance of foliage, 117
leaves with spectral properties, 119
net radiation, 129
remote sensing, 123

leaves, 88
metals, 86
radiation interception by solid  

structures, 95
diffuse radiation, 106
direct solar radiation, 95
geometric principles, 95
shape factors, 106

radiative properties of natural materials, 81
soils, 86
water

reflection, 84
transmission, 84

Micrometeorology
density corrections to flux  

measurements, 317
fluxes, 289
flux-gradient methods, 298

aerodynamic resistance, 305
fluxes of heat, water vapor, and  

mass, 306
methods for indirect measurements of 

flux above canopies, 311
momentum transfer, 299
profiles, 298
relative merits of methods of flux 

measurement, 315
flux measurements

case studies, 329
measurement and modeling of  

transport within canopies, 344
resistance analogs, 321

profiles, 289
turbulent transfer, 289–290

boundary layer development, 290
in canopies, 315
Eddy covariance, 292
properties of turbulence, 292

Molecular transfer processes, 27
diffusivity, 29
heat, 28
mass transfer, 29
momentum, 27
thermal conductivity, 28
viscosity, 27

Momentum, 27
Momentum, transport of. See Transport of 

heat, mass, and momentum
Momentum transfer, 135

boundary layers, 135
form drag, 138
skin friction, 137

drag on particles, 143
lodging and windthrow, 146

drag on trees, 147
lodging of crops, 146

to natural surfaces, 139
drag on leaves, 140
wind profiles and drag on extensive 

surfaces, 143

N

Natural philosophy, 1

O

Occam’s Razor, 2
Ohm’s law, 2
Ozone, 17, 54, 56–58, 188, 342

P

Particles, mass transfer, 199
deposition, 202
non-steady motion, 201
steady motion, 199
transport, 202

Planck’s law, 40

R

Radiance, 45
Radiant energy, 1

origin and nature of radiation, 37
absorption and emission of radiation, 37
full or black body radiation, 38
Planck’s law, 40
quantum unit, 41
radiative exchange, 41
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Stefan’s law, 40
Wien’s law, 39

spatial relations, 42
attenuation of parallel beam, 46
cosine law for emission and  

absorption, 42
irradiance, 45
radiance, 45
reflection, 44

transport of, 37
Radiation, microclimatology of

interception by plant canopies and  
animal coats, 111

black leaves, 111
daily integration of absorbed  

radiation, 122
interception of radiation by animal 

coats, 125
irradiance of foliage, 117
leaves with spectral  

properties, 119
net radiation, 129
remote sensing, 123

radiative properties of natural  
materials, 81

Radiation environment, 49
attenuation of solar radiation in 

atmosphere, 53
net radiation, 75
solar radiation, 49

solar constant, 49
spectral quality, 52
sun-earth geometry, 50

solar radiation at ground, 58
angular distribution of diffuse  

radiation, 61
diffuse radiation, 61
direct radiation, 59
total (global) radiation, 62

sources and radiative properties of 
aerosols, 55

terrestrial radiation, 69
terrestrial radiation from cloudless 

skies, 71
terrestrial radiation from cloudy  

skies, 73
Radiation interception by solid  

structures, 95
diffuse radiation, 106

shape factors, 106
direct solar radiation, 95
geometric principles, 95
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additional aerodynamic, 324
aerodynamic, 305
alternative units for, 32
and air pressure, 196
canopy, 239, 321, 331, 341
clothing, 197
concept of, 2, 31–32
convective heat transfer, 152, 219–220
cuticular, 191
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greenhouse ventilation, 186
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open-top chamber ventilation, 188
radiative, 41, 219
respiration, 186
stomatal, 188–191, 192–196

S

Soils
reflectivity, 86

heat flux in Penman and  
Penman-Monteith  
equations, 239

heat balance of surfaces, 225–228
heat flow in, 279
thermal properties, 280–282
analysis of heat flow, 282–286
modification of thermal regimes, 286

Solar radiation, 49
at ground, 58

angular distribution of diffuse  
radiation, 61

diffuse radiation, 61
direct radiation, 59
total (global) radiation, 62

solar constant, 49
spectral quality, 52
sun-earth geometry, 50

Stable isotopes, 22
Steady-state heat balance, 217

animals, 249
case studies, 264
effective temperature, 262
heat balance components, 249
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specification of environment, 262
thermo-neutral diagram, 258

water surfaces, soil, and  
vegetation, 217

developments from Penman and 
Penman-Monteith equations, 239

heat balance equation, 217
heat balance of surfaces, 225
heat balance of thermometers, 220

Stefan’s law, 40
Système International, 2

T

Temperature, 1
Terrestrial radiation, 69

from cloudless skies, 71
from cloudy skies, 73

Thermal conductivity, 28, 170, 281
Thermal diffusivity, 28, 281
Thermal resistance of tissue and coats, 173
Thermometer, heat balance of, 220
Thermo-neutral diagram, 258
Time constant, 273
Tissue resistance, 173
Total solar irradiance (TSI), 49
Trace gas concentrations, 17
Transient heat balance, 273

cases, 275
heat flow in soil, 279
time constant, 273

Transmissivity, 59
Transpiration, 231–236, 240, 242, 

244–246, 329, 331
Transport of heat, mass, and momentum, 25

diffusion coefficients, 29
alternative units for resistance and 

conductance, 32
diffusion of particles (Brownian 

Motion), 33
resistances to transfer, 31

general transfer equation, 25
molecular transfer processes, 27

diffusivity, 29
heat, 28
mass transfer, 29
momentum, 27
thermal conductivity, 28
viscosity, 27

Transport of radiant energy, 37

origin and nature of radiation, 37
absorption and emission of  

radiation, 37
full or black body radiation, 38
Planck’s law, 40
quantum unit, 41
radiative exchange, 41
Stefan’s law, 40
Wien’s law, 39

spatial relations, 42
attenuation of parallel beam, 46
cosine law for emission and  

absorption, 42
irradiance, 45
radiance, 45
reflection, 44

Turbulent transfer, micrometeorology, 
289–314

boundary layer development, 290
in canopies, 315
Eddy covariance, 292–297
properties of turbulence, 292

U

Ultra-violet radiation, 53, 56, 85
Understorey, evaporation from  

forest, 317, 332

V

Vegetation, steady-state heat balance, 217
developments from Penman and  

Penman-Monteith equations, 239
heat balance equation, 217
heat balance of surfaces, 225

Vertical cylinder, 98, 108
Viscosity, 27

W

Water, microclimatology of radiation
reflection, 84
transmission, 84

Water potential, 19
Water surfaces, steady-state heat  

balance, 217
developments from Penman and  

Penman-Monteith equations, 239
heat balance equation, 217
heat balance of surfaces, 225

Water vapor
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See also Gases, properties of
dew-point temperature, 13
and its specification, 11
methods for specifying water vapor 

amount, 16
mixing ratio, 14
relative humidity, 15
saturation vapor pressure deficit, 13
specific and absolute humidity, 14
vapor pressure, 11
virtual temperature, 15

wet-bulb temperature, 16
Webb-Pearman-Leuning (WPL)  

correction, 296
Wet-bulb temperature, 221–224
Wet-bulb thermometer, 223–224
Wien’s law, 39
Wind profiles, 143, 299–301

Z

Zero plane displacement, 291
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